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Human-Computer Interaction is a multidisciplinary field focused on human aspects of the development
of computer technology. As computer-based technology becomes increasingly pervasive – not just in
developed countries, but worldwide – the need to take a human-centered approach in the design and
development of this technology becomes ever more important. For roughly 30 years now, researchers
and practitioners in computational and behavioral sciences have worked to identify theory and practice
that influences the direction of these technologies, and this diverse work makes up the field of human-
computer interaction. Broadly speaking it includes the study of what technology might be able to do for
people and how people might interact with the technology.
In this series we present work which advances the science and technology of developing systems which
are both effective and satisfying for people in a wide variety of contexts. The human-computer inter-
action series will focus on theoretical perspectives (such as formal approaches drawn from a variety of
behavioral sciences), practical approaches (such as the techniques for effectively integrating user needs in
system development), and social issues (such as the determinants of utility, usability and acceptability).
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When we first read the chapters that make up this book, we were both struck by the
ways they exemplify the evolution of the usability field over the last quarter century.
Both of us began our careers before usability was recognized as an important char-
acteristic of systems, and are pleased to have this opportunity to reflect on the ways
the field has matured. Even in the early days, some companies realized that as the
cost of computing dropped, their success would depend on their ability to expand the
market for computing. Expanding the market required applications that were both
useful (did things that people wanted done) and were usable (could be learned and
used without extensive training). As the market has evolved, the definition of usabil-
ity has been extended to include desirability (products people want to own). Usabil-
ity has evolved into user experience—the factors that impact the totality of one’s
experience with a product, from initial awareness to upgrading to the next version.

One of the challenges in front of the community of usability practitioners and
researchers has been to establish a set of methods that facilitate the creation of supe-
rior user experiences—i.e., products that are useful, usable, and desirable. We’ve
come a long way. The field now has a broad collection of methods that can be repli-
cated from lab to lab, and there is common agreement as to when particular methods
are useful. Usability is integrated into companies’ standard development processes,
with expectations of scheduled deliverables going both ways—prototypes delivered
for evaluation, and usability findings delivered to development. User experience
professionals collaborate with other functions across the company—product man-
agement, user assistance, engineering, and marketing. Hundreds of products and
millions of users have benefited from the work of the usability community. None of
these statements would have been true even ten years ago. Some of the chapters in
this book describe in detail the maturation of these aspects, and lay out visions for
ways that the field can further mature.

However, the main theme that ties these chapters together, is not how far we
have come, but what lies ahead. The chapters talk of new methods or approaches
that will enhance the field of usability. We can think of these new approaches as
impacting products at one of three levels: 1) new methods that will enable us to
evaluate products in contexts that we couldn’t serve well before; 2) new contexts,
where usability is applied in different development environments, and 3) real-world
impacts, where the authors look at the broader milieu in which usability lives, and at
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x Foreword

its impact outside the development organization. We cluster the chapters according
to this framework below. In addition, for a number of chapters we suggest the next
steps that should bring the concepts and tools described in the chapter into wider
use and closer to their full potential.

New Methods

In the area of new methods, Abrahão, Iborra, and Vanderdonckt (Chapter 1) consider
the task of evaluating model-generated user interfaces. These model-generated user
interfaces hold the promise of producing platform-independent systems and making
development more efficient. In their case study, the automatic generation tools pro-
duced systems that could be used by experienced users but had numerous problems
(e.g., convoluted task flows, unlabeled fields, meaningless error messages) that were
identified in both usability tests and heuristic evaluations. This represents progress,
but there is clearly more to be done.

Harrison, Campos, Doherty, and Loer (Chapter 3) cover the evaluation of ambient
mobile systems, where it is very costly and risky to evaluate them in their true con-
text. The authors argue for the development of formal models reviewed by domain
experts. This approach could insure that the systems support experts and reduce the
risk of catastrophic errors. It seems that the next step to realizing the promise of
such an approach would be to apply it to a real-world problem.

Bernhaupt, Navarre, Palanque, and Winckler (Chapter 5) describe the evaluation
of multi-modal safety critical systems, and (like Harrison et al.) they adopt a model-
based approach. The models provide both an overview of the paths through their
system and an evaluation of components. The approach addresses one of the major
challenges of usability work in practice—providing sufficient coverage of a complex
system in limited time. A next step would be to determine where tests are needed to
refine the interface.

A very thorough review of remote usability evaluation methods is offered by
Paternò and Santoro (Chapter 9). They then extend the state of the art of remote
evaluation into multiple sources of information, including a tool to extract converg-
ing evidence from these multiple information streams. Validating the tool with real
evaluators working on real products would be a desirable next step.

Lindgaard and Parush (Chapter 10) encourage us to extend our thinking to emo-
tional and aesthetic responses and to social and cultural context. They cover recent
research on aesthetics and emotion and apply it to an understanding of what makes
an effective emotional user experience. Similarly, they review work on collaboration
and social computing with an eye to convincing practitioners to include such aspects
in their evaluations. An obvious next step is to establish evaluation methods that
cover both the emotional and social aspects of product user interfaces.

New Contexts

The set of development contexts is particularly broad. At one end, Suryn
(Chapter 2) and Jokela (Chapter 8) take a historical view of how usability
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methods fit into new software development paradigms based on capability/maturity
models encompassing ISO standards and framing ISO standards in terms of UCD.
Suryn points out that quality metrics are sometimes irrelevant to success/failure
when products are deployed in the real world and offers some recommendations
to minimize the likelihood of such a serious disconnect between what is needed
by customers and what is built. Jokela proposes a new, more systematic version of
ISO standard 13407 (human-centered design processes for interactive systems) that
can be used to educate organizations about UCD and to plan and evaluate UCD
processes. Most practitioners will find the most valuable takeaways to be Fig. 8.3,
which is a very nice visualization of UCD activities and their relationship—and
Appendix 8.3, which is a high level rewrite of the standard and may be a useful
document to introduce the user-centered process to managers and teams that are not
yet familiar with its scope.

Looking at a completely different development process, Ambler (Chapter 4)
focuses on agile software development and appeals to the community of agile devel-
opers and usability practitioners to collaborate. He provides an excellent starting
point for the usability practitioner to learn about agile methods. He also points
out some natural linkages between agile software development and usability meth-
ods. Usability practitioners have traditionally advocated the early development of
a working system (Gould and Lewis, 1985). Gould and Lewis also emphasized
iterative evaluation, and more recent developments—Rapid Iterative Testing and
Evaluation (RITE) (Medlock, et al. 2005) – take rapid iteration to its logical conclu-
sion. Similarly, agile methods stress the need for developing working components
early and incorporate an iterative approach.

Savioja and Norros (Chapter 6) couch usability in an activity theoretic perspec-
tive, showing us how the goals of evaluation change in response to dramatic shifts in
context (e.g., the goals of the system and the interaction pattern of the users change
dramatically when an emergency occurs in a nuclear power plant or in an aircraft
in flight). Based on the evolution of ever more capable, embedded, and ubiquitous
systems, they make a persuasive argument for activity as the focus for HCI in the
future.

Furniss, Blandford, and Curzon (Chapter 7) provide a refreshing study of the
practice of usability work in website design. They take a grounded theory approach
and interview practitioners with respect to their experience working with teams.
Their findings lead them to focus on the relationship between usability practitioners
and the design/development teams they work with. Their study strongly supports
Redish’s conclusion (Redish et al. 2002) that the most important factor in getting
recommendations incorporated into products is the long-term relationship between
the practitioner and the development team. That consideration should be a pivotal
factor in the adoption of any method.

Hornbæk (Chapter 12) attempts to move us from conceptualizing usability eval-
uation as defect identification to thinking of it as a way to generate ideas that will
produce a superior product. He argues that this approach will unify design and eval-
uation by having the output of evaluation be design proposals that are significantly
more novel and inventive. The chapter proposes a novel evaluation method that is
based on existing ideational fluency models.
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Real World Impacts

In the area of real-world impact, Cajander, Boivie, and Gulliksen (Chapter 11) cover
the impact of poor usability on work stress and, indirectly, on health. They describe
a large case study where there was a significant disconnect between those who cre-
ated the IT systems and their (in-house) users. The systems focused on efficiency,
surveillance, control, and routinization of complex work, which led to significant
increases in worker stress. Their research is a reminder to all of us that usability can
have a much larger impact than is visible from the narrow window we often have
into users’ interactions with the technology.

In a similar vein, economic aspects of the user experience of online services are
the focus of Sikorski’s chapter (Chapter 14). He defines the user experience as the
totality of interactions a user has with the service, including such things as return
policies and instore experiences. This leads to the notion of value-centered design,
which is focused on turning user experiences into relationships which generate cus-
tomer loyalty and value.

Cockton (Chapter 13) extends the idea of value-centered design to the notion of
worth maps, based on a hierarchical cascading of values (both positive and negative)
of a user experience from the perspectives of different stakeholders (e.g., customers
and management). Such maps lead evaluators to new insights of how usability fits
into product goals and of ways to enhance value through focusing on the usability
aspects that will have the largest impact on the worth of the system.

The book ends with two very useful summative chapters. Rosenbaum
(Chapter 15) looks back at the history of usability through the special lens of a
consultant who has seen the role of usability, its position in the organization, and its
impact on products and product development change over the years. She uses that to
forecast forward to where we can expect to see the usability field move over the next
decade. The book’s editors (Law, Hvannberg, and Cockton, Chapter 16) sum up the
contributions of all the chapters by placing them in the broader context of the value
that usability work can contribute. Their analysis is deeper and more provocative
than our Foreword here, and will help readers make valuable connections among
the various papers in this volume.

The history of usability methods has been one of creativity and adaptation. It is
easy to forget that 25 years ago we had no systematic and documented approaches
for providing user data to improve products. Now we have a multitude of methods
and more are being created every day. The successful methods have been adapted
to fit the business and development environment of companies, and they have been
widely adopted. The methods here show great promise. They have been created to
address the challenges of new technologies, new environments, new classes of users,
and new user tasks. Some promise to address age-old problems or provide new
efficiencies. The challenge for most of the authors is to step into the real world and
try these methods on real-world sized problems. That is the best way that they can
demonstrate their true potential, adapt them to a business/development environment,
and gain the widespread adoption that they deserve.
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Chapter 1
Usability Evaluation of User Interfaces
Generated with a Model-Driven
Architecture Tool

Silvia Abrahão1, Emilio Iborra2 and Jean Vanderdonckt3

1 Department of Information Systems and Computation,
Valencia University of Technology, Spain, e-mail: sabrahao@dsic.upv.es

2 Ami2 – Ambiental Intelligence & Interaction, Spain
3 Belgian Lab. of Computer-Human Interaction (BCHI),

Université Catholique de Louvain, Belgium

Abstract Model-driven architecture (MDA) has recently attracted the interest of
both the research community and industry corporations. It specifies an automated
process for developing interactive applications from high-level models to code gen-
eration. This approach can play a key role in the fields of software engineering (SE)
and human-computer interaction (HCI). Although there are some MDA-compliant
methods for developing user interfaces, none of them explicitly integrates usability
engineering with user interface engineering. This chapter addresses this issue by
showing how the usability of user interfaces that are generated automatically by
an industrial MDA-compliant CASE tool can be assessed. The goal is to investi-
gate whether MDA-compliant methods improve software usability through model
transformations. To accomplish this, two usability evaluations were conducted in
the code model (final user interface). Results showed that the usability problems
identified at this level provide valuable feedback on the improvement of platform-
independent models (PIM) and platform-specific models (PSM) supporting the
notion of usability produced by construction.

1.1 Introduction

The object management group (OMG) launched an initiative called model-driven
architecture (MDA) to support the development of large, complex, interactive soft-
ware applications providing a standardized architecture with the following features
(MDA 2005):

• Interactive applications can easily evolve to address constantly evolving user
requirements

• Old, current, and new technologies can be harmonized
• Business logic can be maintained constantly or can evolve independently of tech-

nological changes, or of the rest of the interactive application
• Legacy systems can be integrated and unified with new systems

E. Law et al. (eds.), Maturing Usability. 3
C© Springer-Verlag London Limited 2008
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In this approach, models are applied in all the steps of development up to a target
computing platform. This provides a complete software production process where
model transformation at different levels of abstraction becomes the basic strategy
for obtaining a software application from models.

An MDA development process basically transforms a PIM into one or more
PSMs, which then are transformed into code (code model–CM). The CM is just
the actual code generated from PSMs through transformation. Here, the goal is to
decouple the way in which interactive applications are currently defined, which is
dependent on the technology they use. The purpose of this decoupling is to ensure
that the investments made in building systems can be preserved even when the
underlying technological platforms change. MDA has been applied to many kinds
of business problems and integrated with a wide range of other common computing
technologies, including user interfaces (UIs). It makes sense, therefore, to assess the
usability of UIs in an interactive application resulting from a MDA process.

The MDA paradigm is a recent manifestation of the old tradition of model-
based interface design environments (MB-IDEs) (Puerta 1997), which are aimed
at generating the UI of an interactive application as automatically as possible from
a conceptual model. Technicians have long observed that the usability of such an
automatically generated UI is not known and should be compared with respect to
the usability of a manually produced UI. The goal of this chapter, therefore, is to
show how to assess the usability of UIs that are automatically generated by a MDA-
compliant CASE tool. We also show how the usability evaluation process provides
feedback to improve the models that are obtained in an MDA process.

The research question addressed by this study is the following: Can MDA-
compliant methods improve software usability through model transformations?
Specifically, our motivations are the following:

• Information systems (online or offline) probably represent a very significant por-
tion of the total portfolio of today’s interactive applications and are used by the
widest and mostly diversified population of users. Therefore, it is important to
assess the usability of this type of system.

• Because MDA is a modern method for developing information systems, and
because it represents a family of development methods that is largely applied
in the field of SE, we will focus on this family of methods by selecting a repre-
sentative member of this family.

• Some works have been conducted in the field of SE (OMG 2006), as well as in
HCI (Jespersen and Linvald 2003), to show how MDA can effectively be applied.
However, we are not aware of any existing usability assessment of an UI obtained
by a MDA-compliant method.

• We select a representative MDA-compliant CASE tool to support the complete
development life cycle of the systems we are considering. This CASE tool
enables us to automatically generate a completely running interactive application
from conceptual models.

• If the usability of an automatically generated UI could be assessed, we would be
able for the first time to predict (to some extent) the usability of any future UI
produced by this CASE tool. In other words, we will talk about a UI that is (to
some extent) usable by construction, at least.
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We structure the remainder of this chapter as follows: the next section sum-
marizes a literature review used to identify MDA-compliant methods and tools
for developing interactive applications. The presentation of our strategy to inte-
grate usability into MDA processes follows. Next, we describe an experimental
study to evaluate the usability of a UI generated by a MDA-compliant CASE
tool at its code model. The following section presents a comparative analysis of
results. We also analyze the identified usability problems and their implications
for the PIM and PSM. We then answer the stated research question. Finally, the
chapter provides some conclusions and a discussion on future trends in the last
section.

1.2 Related Work

According to OMG, there are today around 40 commercial or open source tools
(OMG 2006) that follow the MDA paradigm (e.g., Rational Software Architect,
ArcStyler, Together Architect, AndroMDA, REP ++ Studio, and OlivaNova). They
normally use a UML (OMG 2003) class diagram to capture the system structure and
a process model for its functionalities.

These tools support one or more features of MDA, such as UML modeling sup-
port, transformation rules, model integration, and code generation. Interaction mod-
eling, however, is not a key issue when requirements and conceptual modeling are
represented in a software production process. An exception to this is the OlivaNova
tool (CARE 2005). This tool allows the representation of user interaction through a
pattern-based approach. A presentation model that is built upon a UML-like class
diagram represents user interaction, and other models represent user behavior. All
these models, which act as a PIM, automatically transform into code for different
target platforms.

Akhter and Tariq (2005) present a comparison of nine selected MDA-based tools
(i.e., Optimal J, Arcstyler, Together Architect, MDE Studio, XMF-Mosaic, Ameos,
Objecteeing, Constructor, and Codagen Architect). The comparison is done on the
basis of identified evaluation criteria organized into three sections: UML and mod-
eling support, a core models (PIM, PSM, and CM) approach, and a transformation
approach. Results show that these tools are not fully compliant with the MDA spec-
ification. Most of them provide good support for modeling with UML but need to
improve their transformation capabilities.

In the HCI field, many techniques exist in MB-IDEs to automatically generate
the UI code: model transformation (Vanderdonckt 2005), static analysis (Eisen-
stein, Vanderdonckt, and Puerta 2001), skeleton or template-based programming
(Janssen, Weisbecker, and Ziegler 1993; Vanderdonckt and Bodart 1993), gener-
ative programming, hierarchy construction (Lonczewski and Schreiber 1996), and
pattern-based design (Molina, Meliá, and Pastor 2002), to name a few. Although
we could identify the differences between these techniques in terms of strengths
and weaknesses, it is still impossible to know today which technique is the most
efficient.
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In Silva’s survey (2001), most of the MB-IDEs are reviewed, distinguishing two
generations of tools. The goal of the first generation was to provide a runtime envi-
ronment for UI models—for example, HUMANOÏD (Szekely 1996). The goal of the
second generation was to provide more support for interface modeling at a high
level of abstraction. Examples of these environments are FUSE (Lonczewski and
Schreiber 1996), GENIUS (Janssen, Weisbecker, and Ziegler 1993), TRIDENT (Bodart
et al. 1995), MASTERMIND (Szekely et al. 1996), and MECANO (Puerta, 1996). Most
environments of this second generation rely on a domain model. This model is often
a description of the domain entities and relationships among them, which are repre-
sented as a declarative data model (as in MECANO), an entity-relationship data model
(as in GENIUS and TRIDENT), or an object-oriented data model (as in FUSE). Some
proposals like FUSE, TRIDENT, and TEALLACH (Griffiths et al. 2001) add task models as
a primary way for abstracting the user interaction, from which the abstract interface
models (or their equivalent dialog models) are later derived.

Other proposals appear with the advent of the MDA initiative. Jespersen and
Linvald (2003) proposed a model-based approach to UI engineering that generates
domain-specific J2EE applications from a declarative application description. More
recently, Mori et al. (2004) proposed a method and the associated tool (TERESA) to
support the development of multiplatform user interfaces from conceptual models
and transformations between them. Mori’s work also briefly reports on the usability
evaluation of the user interfaces generated by TERESA done at Motorola.

Vanderdonckt (2005) proposed a UI engineering methodology that adheres to
the principles of MDA. It is structured on three axes: models and their specification
language, method, and the tools that support the method based on the underlying
models. Relevant aspects are stored in UsiXML (www.usixml.org) files to generate
different types of UIs (e.g., graphical, vocal, multimodal, and virtual) on different
types of computing platforms.

Even though the industry has launched many attempts to establish a comprehen-
sive model-based approach for developing UIs, no consensus has been reached and
no method has really emerged from these initiatives—perhaps because the resulting
usability remains uncharacterized. In addition, only a few of these environments are
MDA-compliant in a genuine way.

Although the need for generating more than merely the UI has been raised
(Balzert et al. 1995), the MB-IDEs proposed in the HCI field also do not allow
obtaining an entire software system (only its UI).

While experts in the fields of SE and HCI have conducted several works to see
how MDA could effectively and efficiently be applied, we are not aware of any exist-
ing work that actually performs any explicit usability evaluation of the UI obtained
by such a model-based software production method. There are some methods to
develop a UI according to a MDA-compliant method, but none of them explicitly
integrates usability engineering with UI engineering. This is particularly important
because the code portion devoted to the UI could be very important in terms of
lines of code: Myers and Rosson (1992) observed that the UI could range from 20
percent for almost non-interactive applications to 85 percent for highly-interactive
applications, with a mean of 50 percent.
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1.3 Integrating Usability into a MDA Process

The usability of an interactive application obtained from a transformation process
can be evaluated at several stages of a MDA process: i) in the CIM, by evaluating
the requirements models (i.e., use cases), task models or domain models which rep-
resent the user requirements and tasks; ii) in the PIM, by evaluating the models that
represent the abstract user interface such as presentation models or dialog models;
iii) in the PSM, by evaluating the concrete interface models (if they exist); and iv)
in the CM, by evaluating the final user interface.

Figure 1.1 shows the correspondence between the models obtained in a generic
MDA process and the usability evaluation activities.

It should be noted that the entire MDA process is driven by the PIM, which is
automatically transformed into a PSM, and from there to code; therefore, modeling
becomes, in fact, programming on a higher level of abstraction, where the PIM
specifies the code that needs to be produced. The aim of a usability evaluation done
at the PIM1 (e.g., presentation models, dialog models) is to produce a platform-
independent usability report. This report provides feedback to improve the PIM
(1A in Figure 1.1) and the PSM (1B in Figure 1.1).

By means of model transformations and the explicit traceability between models,
the changes performed in the PIM directly reflect into the PSM, avoiding usability
problems in the interactive application (CM) obtained as part of the transformation
process. The evaluation at the PIM or PSM should be done in an iterative way until
these models have the required level of usability. The UEMs that can be applied in
this stage include heuristic evaluation, standards inspection, and action analysis.

Model Compilation

System 
Analysis

APPLICATION 
MODEL

PLATFORM 
INDEPENDENT 

MODEL

PLATFORM 
SPECIFIC MODEL

CODE 
MODEL

Requirements 
ModelRequirements 

Elicitation 

COMPUTATION 
INDEPENDENT 

MODEL

Platform-Specific  
Usability Report 

CONCEPTUAL MODELS 
SOURCE CODE

Capa de Aplicación

Capa de Persistencia

Capa de Interfaz

Model-Driven 
Architecture 
Development

MDA-based 
Development Process 

(2B)
(2A)

Task Model

Usability Evaluation 
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UEMs 
(e.g., heuristic 

evaluation, action 
analysis, etc.)

UML Class Diagram 

Dialog Model 

Presentation 
Model

Platform-
Independent 

Usability Report 

UEMs
(e.g., heuristic evaluation, 

usability test, cognitive 
walkthrough)

(1A)
Domain Model

(1B)

Fig. 1.1 Correspondence between the activities in a MDA process and the usability evaluation
activities

1 Although the evaluation can also be done at the CIM (e.g., requirement and task models), we
focus on the transformations between the PIM-PSM-CM models.
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On the other hand, other usability factors (i.e., efficiency, satisfaction) can only
be evaluated on a specific platform and taking into account the concrete interface
components that constitute the resulting user interface (CM). At this stage, we can
apply usability inspection methods (e.g., heuristic evaluation) or other empirical
methods that include the active participation of users (e.g., user testing, cognitive
walkthrough). As a result, we obtain a platform-specific usability report.

Note that instead of relating a given usability problem with changes in the inter-
face tier (code model level), as is usual in other approaches, we relate it to the
conceptual primitives of the PIM that are affected by it (2A in Figure 1.1). Another
benefit, which has no precedents in the MDA literature, is the opportunity to provide
feedback to the transformation rules (2B in Figure 1.1). This allows improving of the
model compilers and guaranteeing that the generated user interfaces will be usable
to some extent.

We believe that construction can estimate the usability of an interactive applica-
tion resulting from a MDA process. This means that each generated user interface
satisfies a certain level of usability resulting from the application of the transforma-
tions. Each transformation may improve or diminish the whole usability depending
on how they produce their output. This level of usability is no longer resulting
from a manual programming process, but from the automated application of trans-
formations. In the domain of theorem-proving, experts say that a program could
be proven correct by construction by proving that the different instructions of this
program correctly transform an initial precondition into a final valid postcondition.
The principle is similar here for usability produced by construction: if we estimate
the usability of a user interface produced by any transformation, then we can predict
the usability of the final user interface produced by the whole set of transformations
that has been used.

1.4 Experimental Study

The goal of the experimental study was to evaluate the usability level of UIs that are
automatically generated using a MDA tool. The research question addressed by this
study is the following: Can MDA-compliant methods improve software usability
through model transformations?

To accomplish this, we evaluated the usability of an interactive application with-
out users and with users using two UEMs at its code model level (implementation)
as shown in Figure 1.1.

The methods chosen were action analysis (Olson and Olson 1990) and user test-
ing (Dumas and Redish, 1999). These two UEMs were chosen because of their
complementary character. An evaluation without users can catch usability problems
(UPs) that an evaluation with only a few users may not reveal. Action analysis allows
us to predict the time to complete tasks and the time to learn the interface. Testing
with end users provides information about how people use the application and their
problems with a specific user interface. We produced a list of usability problems
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from the two evaluations. These problems were addressed by changing the PIM, the
model transformation strategy (PSM), or both.

1.4.1 Context of the Experiment

Instead of considering any MDA-compliant method, we relied on the process
adopted by the OlivaNova – The Programming Machine tool (CARE 2005). We
selected this CASE tool for the following reasons:

• It adheres to MDA principles
• It automatically generates an entire information system (including its user inter-

face) based on conceptual models
• It is one of the tools available in the industry that is referenced on the OMG

website

Figure 1.2 shows the methodological process followed by OlivaNova. In the fol-
lowing section, we describe in more detail the set of models and the transformation
strategy on which the OlivaNova tool is based.

Interface Tier

Conceptual Model

Object Model

Dynamic Model is based on

RequirementsModel
(Use cases, sequencedigram, etc.)

Application Tier
(EJB, COM+,etc.)

PersistenceTier
(SQL Server, ORACLE, etc.)

Computing
Independent Mode (CIM)

-
Independent Mode (PIM)

Platform-
Specific Model (PSM)

User 

Code Model (CM)

Interface Tier 
(Web, XML, C#, Visual Basic, etc.)

Object Model

Dynamic Model FunctionalModel

Interface Model

RequirementsModel
(Use cases, sequencedigram, etc.)

Application Tier
(EJB, COM+,etc.)

PersistenceTier
(SQL Server, ORACLE, etc.)

-

Platform

Action Analysis 
(without users)
User Testing 

(with users)

Fig. 1.2 An MDA-based development environment
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Models

After specifying the requirements model, a PIM called a conceptual model repre-
sents the system data and behavior issues. It consists of the following: an object
model to represent the structure of the interactive application in terms of classes
and their relationships; a dynamic model to model the behavior of the system in
terms of valid object lives and interaction between objects; and a functional model
to represent the semantics associated with the state changes of the objects.

To support the conceptual modeling of user interfaces, the conceptual model has
been enriched with a presentation model. It is composed with a pattern language
called Just-UI (Molina, et al. 2002), which decomposes the user interaction in three
main levels:

• Level 1: Hierarchy of Actions Tree (HAT)—organizes the semantic functions that
will be presented to the different users who access the system. The HAT is a
tree where intermediate nodes are labels for organizing the functionality and leaf
nodes containing the functionality with links to the corresponding interaction
units.

• Level 2: Interaction Units (IUs)—represents abstract interface units (Vanderdon-
ckt and Bodart 1993) with which the users will interact to carry out their tasks.
There are four types of interaction units: the Service IU, the Instance IU, the
Population IU, and the Master/Detail IU. A Service IU models a dialog whose
objective is to help the user executing a service. An Instance IU models the data
presentation of a class instance. A Population IU models the presentation of a
set of instances of a class. Finally, a Master/Detail IU models a complex user
interaction that deals with master/slave presentations.

• Level 3: Elementary Patterns—are the primitive building blocks of the user inter-
face and allow the restriction of the behavior of the different interaction units.
Some examples are introduction, which represents data entry and validation in the
system; filter, which defines selection criteria and obtains the instances that ful-
fill the constraint expressed; and action, which allows the user to execute object
services.

Model Transformations

A model compiler that implements a set of mappings between conceptual prim-
itives (PIM) and their software representations in the code model automates the
development process. Nowadays, the OlivaNova tool provides model compilers that
automatically transform the conceptual model into a full interactive application for
the following target computing platforms: Visual Basic, C #, ASP and NET, Cold
Fusion and JSP using SQL Server 2000, Oracle, or DB2 as a repository. The result-
ing application consists of three-layers that include the interface tier, the application
tier, and the persistence tier. This unique capability of generating code for mul-
tiple targets is the cornerstone of model-based approaches for multi-platform UIs
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(Eisenstein, Vanderdonckt, and Puerta 2001) as they represent instances relevant for
various technological spaces whose variety is recognized (Lyytinen and Yoo 2002).

1.4.2 Experimental Object

The chosen application is the information management system of Aguas del Bul-
lent S.A., a water supply service company located in Oliva, Spain. The Aguas del
Bullent information management software (AdB) supports management for clients,
orders, invoices, etc. It is important to note that AdB is a Microsoft-certified appli-
cation and that it was completely generated from the conceptual model without any
manual-based activity. From this application, we selected two representative tasks
for conducting the UEMs. These tasks were selected through a questionnaire for
the AdB application users to identify the most commonly used and representative
tasks. This questionnaire resulted in the following two tasks: create a subscriber,
and create a product in stock. The next section describes both tasks in different
levels according to the MDA approach.

1.4.2.1 Task Description in the Computation Independent Model

At this level, we describe the user tasks to be carried out and the domain-
oriented concepts that use the ConcurTaskTrees notation (CTT, http://giove.
cnuce.cnr.it/ConcurTaskTrees.html). This is done in the Requirements Model step
of the process shown in Figure 1.2.

The task model representing the end user’s viewpoint of the create a subscriber
task is shown in Figure 1.3. This is a complex domain-dependent task. As a water
supply service company, AdB handles a strongly regulated set of concepts. The
local administration controls the physical unit called a water meter. It is installed
in homes and buildings, and is referred to as a subscriber. When the same client
has more than one water meter installed (for example, if the same person owns

Fig. 1.3 A task model for the create a subscriber task
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two apartments), each meter may be a different size, may be used for a different
purpose (private or industrial use, etc.) or may be in a different area. In this case,
we will use the concept of subscriber for each unit, and the service is invoiced
separately.

When new areas need to be supplied with water, AdB is notified in advance
by municipal administrations. There are no streets (nor streets names), but there
are maps that are divided into lots. These lots are known as destinations and are
introduced in the application when the infrastructure is done. It then creates and
names streets. Some contractors ask AdB to install all the water meters before sell-
ing the properties. This is when most subscribers and water meter addresses are
created. The property is later sold, and a new client is created and the corresponding
subscriber updated to be linked to the new client.

This task is decomposed into the following subtasks: create a new client, create
a new transfer, create a new water meter, create a new address meter, create a new
destination, enter more data, and check the validity of the entered data. Given the
complexity of the task, we assigned a percentage of task completeness for each
subtask to indicate how much of task has been properly achieved. This could be
improved in the future by assigning a weight that is a function of the amount of the
subtask, but also of the importance of the subtasks.

Similarly, the task model representing the end user’s viewpoint of the create a
product in stock task is shown in Figure 1.4. This is a moderately complex domain-
independent task that allows the introduction of a certain number of products in a
warehouse. It is carried out in the following sub-tasks: create a new product, select
warehouse, and introduce number of products in stock. As in Task 1, we assigned a
percentage of completeness for each subtask.

1.4.2.2 Task Description in the Platform-Independent Model

At this level, the tasks to be performed are described as abstract user interfaces using
the Presentation model. This corresponds to the last step of building the system
conceptual model, as shown in Figure 1.2. An abstract user interface is a canonical
expression of the rendering of the domain concepts and tasks in a way that is inde-
pendent from any modality of interaction (Vanderdonckt 2005). It is considered an
abstraction of a concrete user interface with respect to interaction modality.

Fig. 1.4 A task model for the create a product in stock task
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Fig. 1.5 Excerpt of the Presentation model for the AdB application

Figure 1.5 shows a piece of the Presentation model for the AdB application using
the Just-UI patterns (Molina, et al. 2002)—(a) shows the HAT of the application,
including the intermediate nodes (the menu/submenu options) and the interaction
units that the users will interact with; and (b) shows all the actions (class services)
accessible from the Client Population IU, accessed by following the path highlighted
in (a) and the arguments of the create_client service.

1.4.2.3 Task Description in the Code Model

The model compilation shown in the process shown in Figure 1.2 defines an appli-
cation model that is equivalent to the Platform-Specific model in MDA. However,
as this model is implicit in ONME, there is no need to describe the tasks at this
level. Consequently, the last level is the Code model. It corresponds to the final user
interface that allows the tasks to be described by explaining the navigation between
windows and the expected interaction between the user and the system.

Figure 1.6 shows part of the final UI for the AdB application running in the
.NET platform (CARE 2006b), generated from the Presentation model shown in
Figure 1.6. In the figure, (a) shows a form obtained for a Service IU (NewSub-
scriber). Once the data is entered, the user can launch the service or cancel it. Also in
the figure, (b) shows a form obtained for the Client Population IU that is accessed by
selecting the first lens icon in the NewSubscriber Service IU. This form is delimited
by three zones—the central zone shows the client instances, the upper zone is used
to perform searches using filters, and the right side zone is a toolbar to access the



14 S. Abrahão et al.

(a)

(b)

(c)

Subscribers

HAT

Client

Arguments:
Client_id

Services:
Create_client
Delete_client
Modify_client

Subscriber ACreate 
SubscriberSubscriber

A

Name
Surname
Title
...

...

Fig. 1.6 Final user interfaces of the AdB application

create_client, modify_client and delete_client actions. In the figure, (c) shows a form
obtained for the NewClient Service IU that is accessed by selecting the create_client
action in the Client Population IU.

1.4.3 Usability Evaluation without Users

In this section, we describe how to conduct the usability evaluation of the AdB appli-
cation without users using the two selected tasks. This kind of evaluation is useful
for identifying usability problems and improving the usability of an interface by
checking it against a standard. In this study, the results of applying the action analy-
sis method (Olson and Olson 1990), based on the recommendations of Holzinger
(2005), are used as standard. It is divided into formal and back-of-the-envelope
action analysis. We used the formal approach that is often called keystroke-level
analysis. It allows more accurate predictions of the time it takes a skilled user to
complete the tasks. In addition, this prediction is done within a 20 percent margin
of error, as reported by Lewis and Rieman (1993).

The keystroke-level analysis requires close inspection of the action sequences
that a user performs to complete a task. It has two phases: the first phase determines
the physical and mental steps a user performs to complete one or more tasks with
the interface to predict the time that the user needs to do the task; and the second
phase analyzes these steps, looking for problems. Some UPs that the analysis might
reveal are that it takes too many steps to perform a simple task, or that it takes too
long to perform the task, or that there is too much to learn about the interface, etc.
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1.4.3.1 Keystroke-Level Analysis

We decomposed the two selected tasks into a sequence of actions that the user must
perform to complete each task in order to predict the tasks’ performance times. To
do this, a time is associated with each one of these actions or sequence of operators
(physical or mental), and they are then totaled. The time is calculated by using the
average time that it takes a skilled user to complete the action, as suggested by
Lewis and Rieman (1993). For example, one keystroke on a standard keyboard is
considered a physical movement that takes 0.28 seconds, whereas learning a single
step in a procedure is considered a mental movement that takes 0.25 seconds. Below,
we describe some of the low-level physical and mental actions required to perform
the create a subscriber task.

Subtask 1: Data Entry

1.1. Recognize the menu entry “Create subscriber” (0.34 s)

This is a combination of moving the eyes, reading the name of the label,
and performing the mental step of matching.

1.2. Move the mouse to the option “Create subscriber” and click it (1.5 s)

This is a standard mouse movement time. We know from the selection rule
that the hand is already on the mouse.

1.3. See the action result. The screen is similar to Figure 1.6 (a) (0.23 s)

Subtask 2: New Client

2.1 Recognize the client label (0.34 s)
2.2 Move the mouse to the client lens icon and click it (1.5 s)
2.3 See the action result. The screen is similar to Figure 1.6 (b) (0.23 s)
2.4 Recognize the add client label (0.34 s)
2.5 Click on “add client” (1.5 s)
2.6 See the action result. The screen is similar to Figure 1.6 (c) (0.23 s)
2.7 Recognize the client code label (0.23 s)
2.8 Remember the client code (1.2 s)

This is just recalling an item from long-term memory

2.9 Write the client code 0.84 s (0.28 ∗ 3)
2.10 Recognize the client name label (0.34 s)
2.11 Remember the client name (1.2 s)
2.12 Write the client name 2.52 s (0.28 ∗ 9)
. . .
2.19 Recognize the title label (0.34 s)
2.20 Move the mouse to the title lens icon and click it (1.5 s)
2.21 See the action result (0.23 s)
2.22 Remember the desired title (1.2 s)
2.23 Find the desired title 12.58 s (0.34 ∗ 37)
2.24 Move the mouse to click the desired title (1.5 s)
2.25 Return the focus to add client screen (0.23 s)
. . .

Table 1.1 shows the time prediction for the eight subtasks (ST) of the create
a subscriber task. It means that on average, a skilled user will take about 467.34
seconds (7.79 min.) to complete the task.
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Table 1.1 Time prediction for Task 1

ST 1 ST 2 ST 3 ST 4 ST 5 ST 6 ST 7 ST 8 Total

40.65 s 157.9 s 77.05 s 28.48 s 30,25 s 40,51 s 67.19 s 25.34 s 467.34 s

Similarly, the keystroke-level predictions for the performance times of the create
a product in stock task are as follows:

Subtask 1: New Product

1.1. Recognize the “Articles” menu entry (0.34 s)
1.2. Move the mouse to the “Articles” menu (1.5 s)
1.3. See the action result (0.23 s)
1.4. Recognize the “Article” menu entry inside “Articles” (0.34 s)
1.5. Move the Mouse to the submenu entry called “Article” (1.5 s)
1.6. See the action result (0.23 s)
1.7. Recognize the add article with supplier label 1.02 s (0.34 ∗ 3)
1.8. Click on “add article” with supplier (1.5 s)
1.9. See the action result (0.23 s)
1.10. Recognize the family label (0.34 s)
1.11. Move the mouse to the family lens icon and click it (1.5 s)
1.12. See the action result (0.23 s)
1.13. Remember the desired family (1.2 s)
1.14. Find the desired family 4.08 s (0.34 ∗ 12)
1.15. Move the mouse to click the desired family (1.5 s)
1.16. Return the focus to add article with supplier (0.23 s)
. . .

Table 1.2 shows the time prediction for create a new product in stock (Task 2).
The three subtasks (ST) are the following: new product, select warehouse, and intro-
duce number of products in stock. The total time is 152.76 seconds (7.55 min.).

1.4.3.2 Analysis and Interpretation of Results

Even though the action analysis method is mainly used to predict task time,
it can also highlight other UPs. One issue revealed by the analysis was that
Task 1 might take too long because it is a complex task composed of several
subtasks and steps. Specifically, Subtask 2, New client, is the subtask that takes the
longest.

One of the causes of this problem is the use of the lens icon. For instance, the
first field of the window shown in Figure 1.6(a) is dealt with by executing Steps 2.1
to 2.12. Similarly, the other eight lens icons must also be dealt with. This means
executing 96 steps to accomplish Task 1. Note that the same interaction pattern

Table 1.2 Time prediction for Task 2

ST 1 ST 2 ST 3 Total

78.75 s 32.62 s 41.39 s 152.76 s
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occurs during the execution of Task 2 (Steps 1.10 to 1.16). A possible solution for
making Task 1 easier is to split it into smaller tasks, in contrast with Task 2, which
is already well divided into subtasks (the subtasks have similar times).

Another question that the analysis highlights is the user workload. The higher
the workload is, the higher the probability of making errors will be. During the
interaction, the user needs to select the lens icon to enter the information in another
window. For instance, in the third field of the window shown in Figure 1.6(c), a
lens icon is provided to help the user enter the client title (e.g., Mr. or Mrs.). To
do this, Steps 2.19 to 2.25 must be executed. This requires navigation to a new
window, in which the user must select a title that already exists or create a new
title.

The analysis also calls into question the large number of steps needed to do this
fairly simple subtask. It is widely accepted that the shorter the required actions are,
the faster the interactions will be. It can be noted that this potential problem is recur-
rent, because the other six lens icons (i.e., country, geography zone, and currency)
must be dealt with in the same way. This means executing 36 additional steps. Of
course, because any analysis at this level produces a large number of steps, it must
first be determined whether or not there is a problem by comparing the task to other
tasks of similar complexity.

Therefore, the workload must be reduced to increase the dialog efficiency. To do
this, some of the lens icons should be changed into a list box or a combo box. This
requires some further thought, because the data selection technique used should be
consistent as well as quick. Another feature that could be included is the option to
write and recognize the data entry. Also during data entry, the application should
display default values in their appropriate data fields.

A related issue is the long-term memory requirements of the task. The analysis
makes it clear that the user must recall several pieces of data during the task exe-
cution. This can be observed in Step 2.8 and Step 2.11 of Task 1. To avoid this, the
application should not require data entry by the user when the data can be derived.
We also noticed that, in some contexts, no feedback for user selection (i.e., color
change) was provided. The problems found in the analysis facilitated the drafting of
design usability requirements.

1.4.4 Usability Evaluation with Users

In December 2005, a user test was conducted in CARE Technologies. The goal
was to evaluate how well or poorly the AdB application and its user interface
performed, and how satisfied the users were in completing the two selected tasks.
Specifically, we measured user effectiveness, efficiency, and satisfaction (ISO
1998). Effectiveness relates the goals of using the product to the accuracy and
completeness with which these goals are achieved. It was measured using the
following measures proposed in the Common Industry Format (CIF) for usability
tests: the completion rate and the frequency of assists. The completion rate is the
percentage of participants who completed each task correctly. We distinguished
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between two types of rates: i) unassisted completion rate, which is the rate
achieved without intervention from the testers, and the ii) assisted completion
rate, which is the rate achieved with tester intervention. The frequency of assists
is the number of times that the experimenter assisted the user. Efficiency relates
the level of effectiveness achieved to the quantity of resources expended. It was
measured in terms of goal achievement divided by task time. Finally, satisfaction
was measured as Questionnaire for User Interaction Satisfaction (QUIS) scores (see
http://lap.umd.edu/QUIS).

1.4.4.1 Subjects

The test involved eight2 expert and inexperienced end-users. They were internal
employees of Aguas del Bullent and CARE Technologies. Five of them were male
and three were female. Their expertise in the application domain and technology
was considered as an independent variable.

Table 1.3 shows the distribution of users into four groups: novice in domain
experience (DE) and technology experience (TE) (Group 1), novice in DE and
expert in TE (Group 2), expert in DE and novice in TE (Group 3), and expert
in DE and TE (Group 4). The decomposition of the user population into two
dimensions (i.e., DE and TE) results from characterizing a user population along
the two dimensions of syntactical knowledge and semantic knowledge, as rec-
ommended in (Jarke and Vassiliou 1985). The syntactic knowledge refers to the
user’s ability to interact technically with an interactive system through its devices,
and is independent of any domain. The semantic knowledge refers to the user’s
knowledge in a particular domain of human activity. These two dimensions are
independent.

1.4.4.2 Procedure and Instrumentation

We set up a usability laboratory in CARE Technologies to conduct the test. The
interaction between the user and the AdB application was video-recorded and
logged. An instructor and one independent observer participated in the study. The

Table 1.3 Distribution of subjects

Individual Testers (N = 8) Domain Experience (DE)

Novices Experts
Technology Experience (TE) Novices User7 User5

User8 User6
Experts User3 User1

User4 User2

2 Prior research has shown that using four subjects in a usability test maximizes the ratio of the
number of UPs found to the effort involved in running the test (Nielsen and Landauer 1993).
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instructor interacted with the user while the observer took a record of observations
and assists during the user test. Users were informed that the usability of the AdB
application was going to be tested to check whether the system met their needs. No
pretask training was scheduled. The design of the test followed a logical sequence
of events for each user and across tests. The testing procedure was as follows:

• Users were given information about the goals and objectives of the test. They
were told that it was not a test of their abilities. They were also informed that
their interaction would be recorded.

• Users were asked to fill in a demographic questionnaire prior to the testing. It
was used to confirm their job description, time in their job (years), education
level, and age. They also scored their attitude towards technology in general, the
use of computers, the use of the AdB application, and their experience with the
OlivaNova technology (on a scale of 1 to 5).

• Users were then given a series of clear instructions that were specific for the test.
They were advised to try to accomplish the tasks without any assistance, and that
they should only ask for help if they felt unable to complete the task on their own.

• Users were asked to complete the two tasks. To avoid a possible ceiling effect,
there was no time limit to complete the tasks.

• Users were then asked to complete a QUIS after completing the last task. This
questionnaire is arranged in a hierarchical format and contains: 1) a demographic
questionnaire, 2) six scales that measure overall reaction ratings of the system,
and 3) four measures of specific interface factors—screen factors, terminology
and system feedback, learning factors, and system capabilities. Each of the four
specific interface factors has a main component question followed by related
subcomponent questions. Each item is rated on a scale from one to seven with
positive statements on the right side and negative statements on the left side.
In addition, not applicable is listed as a choice. Additional space that allows
the users to make comments is also included in the questionnaire. The comment
space is headed by a statement that prompts the user to comment on each of the
specific interface factors. Users are tracked by a number.

• Users were given a small reward for their participation.

After the experimental session, a we conducted a debriefing to collect informa-
tion about how to improve the application.

1.4.4.3 Operation and Data Collection

We also followed a strict protocol for the usability testing to ensure consistency of
the data collected. The test user was expected to accomplish the two tasks with-
out being assisted. In any case, if the user got stuck on one task and felt unable
to continue, he/she could ask for help—the instructions given to the users clearly
stated that they should only ask for assistance as a last resort. When a user asked
for assistance, the task was marked as assisted. Therefore, that instance of the task
was computed in the assisted completion rate variable and not in the unassisted
completion rate variable.
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We recorded the data times using the Allnetic Time Tracking software
(www.allnetic.com). Times were collected for each user, task, and subtask. We
also included remarks about the type of help or assistance given to the user. The
instructor was aware of any point where the user got stuck, because he/she was
following the users’ actions on a screen and checking the actions made by the user
in a follow-up list based on the user manual. When the user asked for help, the
instructor explained the next step that the user needed to take. The user performed
the next step in the presence of the instructor. The assistance given was documented
by annotating the step where the user got confused or lost.

1.4.4.4 Analysis and Interpretation of Results

In this section, we discuss the results and findings of the usability study. Table 1.4
shows the characteristics and capabilities of the users.

The demographic data for subjects revealed that 62 percent of the subjects were
male; 62 percent of them ranged in age from 20–39 years; and 25 percent of the
subjects had experience with the application they were evaluating.

Table 1.5 shows the participants’ effectiveness and efficiency in executing Task
1. It illustrates that, on average, the users took 14 minutes to complete the task.
The new client, new water meter, and new address meter subtasks took longer to
perform. The data also shows that three out of eight users successfully completed
the task without assistance and that three out of eight users completed the task with
assistance.

In terms of frequency of assists, Subtasks 4 and 6 are the ones for which the users
required more assistance (three assists), followed by Subtask 5 with two assists, and
Subtask 7 (enter more data) and 8 (check the validity of the data entered) with
one assist each. User 3 was the only user that required assistance on Subtasks 3
to 8. However, even with these assists, this user was not able to complete the task.
This indicates that the most difficult or problematic subtasks are new water meter
(Subtask 4) and new address meter (Subtask 5).

Looking at the videotapes, we could verify that the users got confused and lost
in these subtasks. In Subtask 4, the reason was that, when the users selected the
action to create the new water meter, a meaningless error message appeared: “There
is an open DataReader that corresponds to this connection. You must close it.” In
Subtask 5, the user must select a subscriber that has not yet been created because
the creation of an address meter is part of the creation of the subscriber. This is
because the application does not maintain the reference of the new subscriber that
is being created. In terms of efficiency, Users 4, 5, and 8 performed better than
the others. These users completed the tasks without any assistance. This suggests
that the efficiency is independent of the domain and technology experiences as they
pertain to different categories. Indeed, Users 4 and 8 were considered novices in
domain experience.

Table 1.6 shows the effectiveness and efficiency of the users executing Task 2.
As can be observed, the users took an average of eight minutes to complete the
task. The new product subtask took longer than the others. In terms of effectiveness,
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Table 1.5 Task 1: Effectiveness and efficiency measures

User # Unassisted Task
Completion
Ratea (%)

Assisted Task
Completion
Rate (%)

Task Timeb

(min)
Completion
Rate / Task
Time

Assists

1 39% 8% 21.0 1.86% 1
2 31% 17% 10.0 3.10% 2
3 31% 69% 41.0 0.76% 5
4 100% 0% 17.0 5.88% 0
5 100% 0% 09.0 11.11% 0
6 47% 9% 16.0 2.94% 1
7 31% 8% 9.0 3.44% 1
8 100% 0% 20.0 5.00% 0
Mean 64% 6% 14.57 4.76% 1.25
Std. Error 12.8% 2.4% 1.96 1.17 0.59
Std Dev. 34.1% 6.4% 5.1 3.10 1.66
Min 31% 0% 9.0 1.86% 0
Max 100% 17% 21.0 11.11% 5
a Rate of subtasks achieved without testers’ intervention
b Period of time that the user executes the task without assistance (until the first time s/he asks for
assistance). Summary data are given for the seven participants who completed the task.

four out of eight users successfully completed the task without assistance, two users
completed the task with assistance, and the other two could not complete the task.
In terms of assistance, two assists were given in each subtask. Again, User 3 was
the user that required the most assistance and was not able to complete the task.

With respect to efficiency, Users 4, 5 and 6 performed better than the others. This
shows that users who are domain experts but technology novices do not experience
significant trouble in finding their way in the system generated by OlivaNova.

Descriptive statistics for overall user reaction ratings of the AdB application,
the four measures of specific interface factors, and the general user satisfaction are

Table 1.6 Task 2: Effectiveness and efficiency measures

User # Unassisted Task
Completion
Rate (%)

Assisted Task
Completion
Rate (%)

Task Time
(min)

Completion
Rate / Task
Time

Assists

1 50% 25% 7.0 7.14% 1
2 75% 25% 9.0 8.33% 1
3 0% 100% 12.0 0% 3
4 100% 0% 7.0 14.29% 0
5 100% 0% 4.0 25% 0
6 100% 0% 6.0 16.67% 0
7 100% 0% 15.0 6.67 0
8 0% 50% 0 0% 1
Mean 87.5% 8.33% 8.0 13.01% 0.33
Std. Error 8.5 5.2% 1.5 2.91% 0.21
Std. Dev. 20.9 12.9% 3.7 7.14% 0.51
Min 50% 0% 4.0 6.67% 0
Max 100% 25% 15.0 25% 1

Summary data are given for the six participants who completed the task.
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Table 1.7 Descriptive statistics for perception-based variables

Minimum Maximum Mean Median Std. Deviation

Overall User Reactions 2.00 5.33 3.97 4.33 1.145
Screen Factors 2.25 6.75 4.00 3.75 1.42
Terminology and System
Feedback

1.83 5.83 4.27 4.1 1.31

Learning Factors 1.83 6.40 4.57 4.80 1.39
System Capabilities 4.60 6.0 5.35 5.40 .57
Satisfaction 2.35 5.59 4.36 4.75 1.07

presented in Table 1.7. A participant’s score for a perception-based variable was
calculated as the mean of the scores assigned to the different items of that variable.
Higher scores indicated greater user satisfaction with the use of the application.
With the exception of the overall user reactions’ measurement, the mean scores for
all the other measures were higher than the middle score (i.e., a score of 4) on
the Likert scale. The mean question scores varied from 3.97 to 5.35, with standard
deviations ranging between 0.57 and 1.42. Novice users in the domain and tech-
nology (first-time users) judged the application more satisfactory than other types
of users.

For these measures to be considered valid, however, an analysis of the construct
validity and reliability of the QUIS are needed. The construct validity was carried
out through an inter-item correlation analysis of the questionnaire. To do this, we
used the concepts of convergent and discriminant validity, as proposed by Campbell
and Fiske (1988).

An item is considered valid if its convergent validity (CV) is higher than its dis-
criminant validity (DV). We assumed that all items associated with a particular con-
struct have equal weights. As a result, Items Q4, Q15, and Q16, as well as the system
capability items, were invalid (the DV for these items was higher than their CV). For
this reason, these items were excluded from the analysis. With the exclusion of these
items, the results of the validity analysis improved. The mean correlations between
each main item and a general satisfaction scale ranged between 0.64 and 0.94. This
suggests that there is a strong correlation between the items of the QUIS and general
user satisfaction.

We also conducted a reliability analysis on the items used to measure the
perception-based variables. Reliability of an instrument describes the consistency
(or repeatability) that the instrument gives in measuring the same phenomenon over
time or by different people. For this reliability analysis, items Q4, Q15, and Q16,
as well as the system capability construct, were excluded. The results obtained
for each construct using Cronbach alpha are: overall user reactions = 0.842;
screen factors = 0.814; terminology and system feedback = 0.922; and learning
factors = 0.805. These values are all 0.7 or above as required for constructs to be
deemed reliable, as suggested by Nunally (1978). In addition, the general Cronbach
alpha obtained for the instrument was 0.8. As a result, we conclude that the items
on the survey (except the excluded items) are reliable and valid measures of the
underlying perception-based constructs.



24 S. Abrahão et al.

1.5 Correlation between Results

We performed a Spearman’s rank order correlation analysis to assess the relation-
ships that exist among usability measures. The results in Table 1.8 show that the
unassisted task completion rate (UTCR) and task time are significantly negatively
correlated (r = 0.910). This indicates (as expected) that when task time decreases,
UTCR increases. Similarly, UTCRs are significantly negatively correlated with
assists (r = 0.877). There is also a significant positive correlation between task
time and assists (r = 0.898). As the assists increase, the task time also increases.
Exceptions are the perception-based variables where most of the correlations are
not significant at the 95 percent confidence level. The exception are screen factors
that have a positive correlation with task time (r = 0.548). These results are in
accordance with other studies that reveal that the aforementioned aspects of usabil-
ity are not well understood for complex tasks (Frøkjær et al. 2000). Frøkjær’s study
also suggests that a weak correlation between usability measures is to be expected,
and that efficiency, effectiveness, and satisfaction should be considered independent
aspects of usability.

On the other hand, one of the reasons for conducting user testing was to get a
baseline for the evaluation of the AdB application by comparing the users’ perfor-
mances with the prediction obtained with the action analysis. Because the action
analysis provides quantitative estimates of task execution time, it can properly be
considered as a benchmark. Table 1.9 shows a comparison between the predicted
and measured time spent for the users to perform the two selected tasks. In this
analysis, we included only the users that successfully completed the task without
assistance. As noted, the efficiency of the users performing the tasks did not match
the task time predictions. On average, the time it took users to complete the two
tasks were 96.4 percent and 389 percent, respectively. This can be explained by the
fact that the keystroke-level analysis model does not take into account individual
differences among users. In addition, the accuracy of a model of this kind is highly
dependent on the estimates of the operator time values for a specific user. As the
prediction is made for expert users who do not make any errors, the novices who
need to learn the application are not considered.

Table 1.8 Spearman’s correlation between user performance and perceptions

UTCR Task Time Assists Learning
Factors

Terminology
and System
Feedback

Screen
Factors

UTCR p < 0.0001 1.000 −0.910a −0.877a ,205 −0.084 −0.359
Sig. 1-tailed 0.001 0.002 0.313 0.422 0.191

Task p < 0.0001 −.910a 1.000 0.687b −0.335 0.143 0.548
Time Sig. 1-tailed 0.001 . 0.030 0.208 0.368 0.080
Assists p < 0.0001 −.877a 0.898 1.000 −, 111 −0.184 0.172

Sig. 1-tailed 0.002 . 0.397 0.331 0.342
a Correlation is significant at 0.01
b Correlation is significant at 0.05
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Table 1.9 Comparison between measured and predicted performance times

User T1pred. [sec] T1mes. [sec] Diff. [%] T2pred. [sec] T2mes. [sec] Diff. [%]

4 467.34 1020 118% 152.76 420 274%
5 467.34 540 15% 152.76 240 157%
6 467.34 – – 152.76 360 235%
7 467.34 – – 152.76 1020 667%
8 467.34 1200 156% 152.76 – –

1.6 Usability Problems and their Implications for PIM and PSM

This section discusses how the identified usability problems relate to the models
obtained in a MDA process. We also show how the two different evaluation methods
produce problems originated in different models.

Section 1.4.3 discusses some of the most common usability problems identified
in the evaluation without users. They are mainly related to long tasks that require
long-term memory requirements and cause user workload problems. In addition, it
was detected that the application does not provide feedback for user selection in
some specific contexts.

In contrast, the evaluation with users revealed a set of usability problems that
were mainly identified through the videotapes and observation records. Some of
these problems were: lack of descriptive labels, difficult navigation (cyclic and
unnecessary steps), inflexible/invalid search capabilities, inconsistent menu items
and window labels, no feedback for user selection, lack of descriptive labels in some
fields, and meaningless error messages. We also verified that some of the identified
problems during the user test were further supported by the comments made by
the subjects in the post-task questionnaire. Some answers for the question “List the
three things that you least liked in the application” included:

1. The organization of the window in frame: the functionality of one of them
appears hidden. [#2]

2. The navigation through lens icons: I lost the source window.
3. The data that was just entered does not appear: it is needed to search it manually

when the application could provide it. [#3]
4. Error messages lack clarity and understanding. [#2]

On the other hand, some answers for the question “List the three things that you
most liked in the application” included:

1. The application structure and menu are very intuitive and clear. I have no prior
knowledge in the use of the application.

2. The possibility to find the information from different places of the application.
[# 2]

3. The interface is simple (visually)
4. The application is very fast in searches and in all the actions that I executed. [#4]
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Table 1.10 Usability problems by usability evaluation method

Usability Problem Action
Analysis

User Testing Source

Videotape QUIS

Inconsistent menu item and
window labels

√
PIM

User workload (unnecessary
searching)

√ √
PIM/PSM

Lack of descriptive labels
√ √

PIM
Difficult navigation

√ √ √
PIM

Inflexible/invalid search
capabilities

√ √
PSM

No feedback for user
selection

√ √ √
PIM/PSM

Invalid filters
√ √

PIM
Meaningless error messages

√ √
PIM/PSM

Long-term memory
requirements

√ √
PIM

Table 1.10 shows a classification of UPs by evaluation method. As can be
observed, the problems identified with the action analysis are related to procedural
issues of usability (i.e., too many steps to complete the task, difficult navigation)
as this method only represents the procedural aspects of a task. In contrast, the
problems identified in the user test are more concerned with perceptual (i.e., mean-
ingless error messages) and conceptual issues than verifying whether the user has
an appropriate mental model. Another important issue is determining the source of
the identified UPs (model level, pattern level, code transformation level, or platform
level). This information will be used to create a plan for design recommendations,
modifications, and improvements in the AdB conceptual model or transformation
engines.

The issue of meaningless messages is related to the quality of error messages.
An error message that appeared when one of the users finished Task 1 was the fol-
lowing: “Maximum cardinality for Subscriber is not satisfied. At most 1 instances of
subscriber are allowed.” Although the message includes prompting about the way to
correct the error, the indications are not meaningful to end-users. The source of this
problem is in the model level (Presentation model). It was the property validation
message of the Introduction pattern of a Service UI (see Section 1.4.1). This pattern
captures the main features of data types that the user introduces into the system.
It includes the definition of edition masks, value by default, rank of values, help
messages, and validation messages.

The source for the lack of descriptive labels and the inconsistent page problems
is also in the model/pattern level. The former is related to the lack of supplementary
information patterns, which is used to define additional information that will be
shown when a user selects an object (i.e., field). The latter problem is related to
consistency. This happened because the analyst gave a different name to a leaf node
of the HAT (i.e., menu item of the application) and the title of the interaction unit
(window) associated with it (see Section 1.4.1).
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We also observed other UPs in the code transformation level. They were related
to the implementations of the OlivaNova transformation engines. A frequent prob-
lem in Task 2 was that the user could not find the action to create an article
(Subtask 1).

This occurred because the action icon was hidden, even if the window was max-
imized. Other problems in this level were the following: the help reference was not
linked to the generated application and the F1 functionality on controls was not
implemented, and the data of a display set (e.g., grid) was not refreshed when a
service (i.e., create new client) was executed. A possible solution was to refresh
data after a service execution.

1.7 Answering our Research Question

Thanks to the model transformations that implement the relationships between
abstract UI, concrete UI, and the final UI, the usability of an application can be
produced by construction. Depending on the transformation rules that are applied,
the abstract presentation patterns (abstract interaction objects, AIOs) are instanti-
ated in the corresponding software components in the target platform architecture
(concrete interaction objects, CIO) (Vanderdonckt and Bodart 1993). This strategy is
called reification (Vanderdonckt 2005). In this way, the changes made to fix usability
problems will be always preserved during transformation.

The duality between COIs and AOIs has allowed us to abstract usability attributes
and other relevant properties from the user interface elements. We have veri-
fied that some usability attributes are dealt with during the reification process.
For instance, the following user guidance attributes related to visual feedback are
directly ensured—visual feedback in menus or dialog boxes where choices can be
selected or where the cursor is pointing, visual feedback where options are already
selected for multiple options, and visual feedback when objects are selected. In addi-
tion, other attributes related to the legibility of the UI are also ensured—prompts and
error messages always appear in the same place(s), and error messages displayed in
pop-up windows indicate the field(s) where the error has occurred, etc.

The results of this study not only provide feedback to improve the AdB concep-
tual model, but also provide feedback to improve the .NET model compiler (CARE
2006b). For instance, one usability problem revealed by the action analysis was that
Task 1 might take too long. A possible cause is the use of lens icons, which imply
additional navigation. This occurs because the object-valued service arguments of a
Service UI (Table 1.11) are implemented using generic control selectors that are, in
turn, translated into the fields using an associated lens icon (one-to-one mapping).
To address this problem, the code generator should be changed to allow different
implementations for the same generic control selector (concrete object interface).

All these results provide evidence that the usability of an interactive application
can be produced by construction. It is our belief that model-driven development
provides the basis for tight integration of usability evaluation in the MDA devel-
opment process, allowing usability issues to be addressed as an integrated part
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Table 1.11 Correspondences between the presentation model, the transformation engine
component, and the final user interface

Presentation Model (PIM) .NET Code Generator (PSM) Final Interface (CM) 
Hierarchical action tree 
(HAT) Application menu 

         

Service IU MDI child form with entry 
controls The whole window 

Service throw and 
Cancellation 

“accept” and ‘cancel’ buttons 
and code to validate, invoice 
and close the service 

Simple type service
argument  

Entry control 

Object-valued service
argument 

Generic control OIDSelector

Introduction pattern for a 
date field 

Generic control OIDSelector Code for validating 
date format 

of the system design and not just as an ad-hoc solution after most of the devel-
opment has been completed. It also provides the basis for platform-independent
usability assessment, where the generic part of a system is assessed at the plat-
form level, and not from scratch, for each platform-specific technology. This is a
promising result and supported our research question. We are aware, however, that
these are only the first results in this direction and that more experimentation is
needed.

1.8 Conclusion and Perspectives

We have presented an empirical study to evaluate the usability of user interfaces that
were automatically generated by a MDA-compliant tool. The generated application
was evaluated without users and with users using two UEMs at its Code model level.
The results were collected using both quantitative and qualitative data, ranging from
manually capturing user behavior to measuring user satisfaction using a post-test
questionnaire.

The evaluation without users revealed UPs that are more procedurally oriented,
while the evaluation with users revealed problems that are more perceptual and cog-
nitively oriented. It is encouraging, however, that the kinds of UPs identified with
different methods are quite similar, which suggests convergent validity. Although
the evaluations were conducted in the Code model (final user interface), they pro-
vided valuable feedback on the improvement of the Platform-Independent model
and the Platform-Specific model, as well as the Code model, as a consequence of
the model transformation process. Our study also provides some empirical evidence
of the intrinsic quality of the user interfaces generated by a tool, and to the notion
of usability proven by construction. Usability by construction is analogous to the
concept of correctness by construction (Hall and Chapman 2002) introduced to



1 Usability Evaluation of User Interfaces 29

guarantee the quality of a safety-critical system. In this development method, the
authors argue that to obtain software with almost no defect (0.04% per KLOC),
each step in the development method should be assessed with respect to correctness.
Figure 1.7 depicts when defects are introduced and then removed in a development
method that does not rely on correctness. For instance, 38 defects were introduced
during the Specification step and removed later on during the Code step. If we can
maintain proof of the correctness of a software from its inception until its delivery,
it would mean that we can prove that it is correct by construction. Similarly, if we
can maintain proof of the usability of a user interface from its specifications until
the final code, it would mean that we can prove that it is usable by construction.

Of course, in the experiment conducted here, we can only show that each applied
pattern reaches a certain level of usability. Therefore, we may predict the global
usability of an entire interface by estimating the relative usability levels of the pat-
terns and transformations involved in the development method. We cannot prove
that a UI is entirely usable, but we can prove that it is usable at a certain level.

As a consequence, the evaluation of the UIs obtained by such an MDA tool
poses new challenges. For example, the usability problems discussed here could
be used to define design guidelines or antipatterns for analysts (e.g., van Welie et al.
2000). The explicit operationalization of these guidelines will help to obtain usable
interactive applications from conceptual models. This could be done by using these
guidelines or anti-patterns as the driving force for model transformation, supporting
the concept of usability-driven model transformation.

The conclusions regarding the applicability of usability evaluation methods
drawn from this experiment should, therefore, be generalized to a wide range
of MDA-based tools. To address this issue, we plan to compare the usability
of the UIs obtained with the OlivaNova tool with those obtained with other
MDA-compliant tools, such as VisualWade (http://www.visual wade.com). Other
future work includes the execution of several experiments to compare a UI designed

Fig. 1.7 Life-cycle phases where defects were introduced and then removed. (Source: Hall &
Chapman, 2002)
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by several experienced designers, and a UI generated by a MDA tool for the same
interactive application starting from the same models. This would enable us to
identify the differences between a manually produced UI and an automatically
generated UI.
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Abstract For users, a software product frequently corresponds to a black box that
must effectively support their business processes. Consequently, what a stakeholder
seeks is a software product that possesses both required functionality and required
quality. Young, immature companies usually can only afford developing functional-
ities, while mature organizations can develop quality, as well. In this sense, the level
of quality observed in a software product is an indicator of the level of maturity of its
developer. One may even say that because functionalities are always in a product and
quality only sometimes, quality is a more restrictive indicator. Having this in mind,
in this chapter we present software quality engineering from both implementation
and managerial perspectives, discuss aspects of functionality-quality conflict in the
economic and business dimensions, and finally give a few practical observations and
recommendations that might find merit in the real, software development lifecycle.

2.1 Quality of a Software Product as the Indicator of Maturity

For users, a software product frequently corresponds to a black box that must effec-
tively support their business processes. In consequence, what a stakeholder seeks
is a software product that possesses both required functionality and required qual-
ity. Young, immature companies usually can only afford developing functionalities,
while mature organizations can develop quality too. In this sense the level of quality
observed in a software product is an indicator of the level of maturity of its devel-
oper. In the following chapter we will discuss software quality engineering methods,
processes and models as the leverage for gaining such maturity.

2.1.1 Quality and a Customer

What exactly constitutes the quality of a product is often the subject of a hot
debate. For some it is “[the] degree to which a set of inherent characteristics ful-
fills requirements” (ISO/IEC, 2000), while for others it can be synonymous with
customer value, or even defect levels (Highsmith, 2002). One of the most renowned
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classifications of quality is a multi-perspective view proposed by Kitchenham and
Pfleeger (Kitchenham, 1996):

• The transcendental perspective deals with the metaphysical aspect of quality
• The user perspective is concerned with the appropriateness of the product for a

given context of use
• The manufacturing perspective represents quality as conformance to require-

ments
• The product perspective implies that quality can be appreciated by measuring the

inherent characteristics of the product
• The value-based perspective recognizes different importance (or value) of quality

to various stakeholders

A quite natural trend that is observed nowadays among IT customers is the desire
to be properly served without the need to become proficient in information tech-
nology. A customer just wants to buy, learn how to use, and then simply use a
software product to his satisfaction, just like with a car or a TV. This boils down
to an extended responsibility on the part of a software supplier, who now has to be
mature enough to know what the customer is able to express, as well as what the
customer does not know that he knows. And then, when all questions are asked and
answered, the supplier must continue on his way until the quality product is built
and delivered to the satisfaction of the customer.

2.1.2 Quality and CMM/CMMI

The Capability Maturity Model (CMM) emerged in 1990 as a result of the research
effort conducted by specialists from Software Engineering Institute (SEI) of
Carnegie Mellon University (CMMI, 2002). Its next version, Capability Maturity
Model Integration (CMMISM), known in the industry as a best practices model,
is mostly used to “provide guidance for an organization to improve its processes
and ability to manage development, acquisition, and maintenance of products and
services.”

What, then, is the link between the maturity of an organization’s processes and
quality of its products? First and foremost, it is non-automatic. The organization
may have all best processes in place and be continuously certified ISO 9000 and
still manufacture products that will not survive a day. If the level of maturity could
be compared to the knowledge of a battlefield–the deeper that knowledge is, the
higher the chances of victory are. But they are still only chances, not certainties.

2.1.3 Quality and SPICE

Software Process Improvement and Capability dEtermination (SPICE) is an interna-
tional initiative to support the development of an International Standard for Software
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Process Assessment (El Emam, et al. 1997). In 1998, the document was published as
ISO/IEC TR 15504:1998–Software Process Assessment, which now has five parts
(ISO/IEC, 2006):

• Part 1 – Concepts and vocabulary
• Part 2 – Performing an assessment
• Part 3 – Guidance on performing an assessment
• Part 4 – Guidance on use for process improvement and process capability deter-

mination
• Part 5 – An exemplar Process Assessment Model

SPICE or the ISO/IEC 15504 series of standards provides a framework for the
assessment of processes. This framework can be used by organizations involved in
planning, managing, monitoring, controlling, and improving the acquisition, sup-
ply, development, operation, evolution, and support of products/services. Process
assessment examines the processes used by an organization to determine whether it
is effective in achieving its goals. The results may be used to drive process improve-
ment activities or process capability determination.

Through this, the organization is expected to become a capable organization that
maximizes its responsiveness to customer and market requirements, minimizes the
full life-cycle costs of its products, and, as a result, maximizes end-user satisfaction.

2.1.4 Quality and SWEBOK

The purpose of the Guide to Software Engineering Body of Knowledge (SWEBOK
2004) is “to provide a consensually-validated characterization of the bounds of
the software engineering discipline and to provide a topical access to the Body of
Knowledge supporting that discipline.” The Body of Knowledge is subdivided into
ten knowledge areas (KA), among which a KA dedicated to software quality has
its distinctive place. In SWEBOK, the software quality subject is decomposed in
individual topics (15) grouped in four sections:

• Software Quality Concepts (SQC)
• Purpose and Planning of SQA and V&V (P&P)
• Activities and techniques for SQA and V&V (A&T)
• Other SQA and V&V Testing (OT)

In Software Quality Concepts, the Guide discusses the issues of identification
and management of costs related to quality, modeling of quality, and the exis-
tence of quality perspectives other than these “classical” ones. Purpose and Plan-
ning of SQA and V&V analyzes the planning and objectives of software quality
assurance (SQA) and verification and validation (V&V) processes in the context
of what should be achieved, when it should be achieved, and how it should be
achieved. Activities and techniques for SQA and V&V tackle the practicalities of
SQA and V&V execution, presenting (among others) static and dynamic tech-
niques recommended for these processes. Measurement applied to SQA and V&V
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presents basic notions of measurement theory and practice in the context of software
and software qualitymeasurement.

SWEBOK discusses software quality in a comprehensive way, yet still leaves
room for additional perspectives. One of them is the engineering perspective of
making the real quality happen (hands-on engineering interventions). This hypoth-
esis lay at the foundations of the research program conducted in 2005 by Suryn
et al (Suryn et al. 2006), with the objective of evaluating each KA constituting
SWEBOK to verify the level of software quality engineering in its content. The
results published in (Suryn et al. 2006) can be summarized as follows:

• Quality as engineering process is addressed in a limited form
• The basic, quality engineering activities, like quality requirements specification

or modelling, are not addressed
• Quality testing is discussed mainly with reference to V&V processes, while, in

fact, real evaluation of software product happens all along the life cycle
• Practical aspects of engineering quality in a software product are omitted, while

their treatment would be helpful at least in the Software Constriction KA

2.2 Basic Concepts in Software Quality Engineering

2.2.1 An Engineering Process

An engineering process can basically be expressed in terms of a problem and its
resolution. In other words, an engineer is a knowledgeable person who, through his
or her education supported by experience, is able to understand (i.e., investigate,
identify, and decompose) a problem and deliver a solution that resolves it.

The best known definition of engineering is the one proposed and published by
The Accreditation Board for Engineering and Technology (ABET). It states:

Engineering is the profession in which a knowledge of the mathematical and natural sci-
ences, gained by study, experience, and practice, is applied with judgment to develop ways
to utilize, economically, the materials and forces of nature for the benefit of mankind

On a smaller scale, but still in a similar way, the following definition of software
engineering has been proposed by IEEE CS in its standard IEEE 610.12 (IEEE,
1990):

1. The application of a systematic, disciplined, quantifiable approach to the devel-
opment, operation, and maintenance of software; that is, the application of engi-
neering to software.

2. The study of approaches as in (1).

Finally, the definition of software quality engineering that complements the one
from IEEE 610.12 has been developed and proposed by Suryn in 2003 (Suryn
2003):
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1. The application of a continuous, systematic, disciplined, quantifiable approach to
the development and maintenance of quality throughout the whole life cycle of
software products and systems; that is, the application of engineering to quality
of software.

2. The study of approaches as in (1).

What should be noted in this definition of software quality engineering is the
notion of its applicability within the life cycle of the software (product or system).
This idea translates into a practical approach that is of fundamental value to building
software of quality, the approach that is known but often neglected within software
development industry: building quality into software is an engineering effort that
must be active throughout the whole life cycle of software to bring required results.

2.2.2 Quality Models

Quality models present an approach to tie together different quality attributes with
basic objectives to:

• Help understand how the several facets of quality contribute to the whole
• Emphasize clearly that software quality is more than simply faults and failures
• Help to navigate through the map of quality characteristics, sub-characteristics

and appropriate measures (measurement formulas and scales)
• Help to define our evaluation profile (what precisely we want to evaluate)

There are several quality models known to industry and academia, like the ones
of McCall (McCall, et al. 1977), Boehm (Boehm, et al. 1978) or Dromey (1995),
but only one gained broader, international acceptance—the model developed by
the International Organization for Standardization (ISO) published in the standard
ISO/IEC 9126 (1991): Software product evaluation, Quality characteristics and
guidelines for their use.

This standard aimed to define a quality model for software product and a set of
guidelines for measuring the characteristics associated with it. In further revisions
of the standard, ISO/IEC JTC1 committee SC7 created its new, four-part version:

• ISO/IEC 9126-1 (ISO/IEC 2001) defines an updated quality model
• ISO/IEC 9126-2 (ISO/IEC 2003a) defines a set of external measures
• ISO/IEC 9126-3 (ISO/IEC 2003b) defines a set of internal measures
• ISO/IEC 9126-4 (ISO/IEC 2004) defines a set of quality in use measures

The new quality model defined in ISO/IEC 9126-1 recognizes three aspects of
software quality and defines them as follows:

• Quality in use:. “Quality in use is the user’s view of the quality of the software
product when it is used in a specific environment and a specific context of use.
It measures the extent to which users can achieve their goals in a particular envi-
ronment, rather than measuring the properties of the software itself” (ISO/IEC
2004)
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Fig. 2.1 Three-layer model for internal and external quality ( c© ISO/IEC, 2001)

• External quality: “External quality is the totality of characteristics of the software
product from an external view. It is the quality when the software is executed,
which is typically measured and evaluated while testing in a simulated environ-
ment with simulated data using external metrics” (ISO/IEC 2003a)

• Internal quality: “Internal quality is the totality of attributes of a product that
determine its ability to satisfy stated and implied needs when used under spec-
ified conditions. Details of software product quality can be improved during
code implementation, reviewing and testing, but the fundamental nature of the
software product quality represented by the internal quality remains unchanged
unless redesigned” (ISO/IEC 2003b)

ISO/IEC 9126 internal and external quality model (Figure 2.1) is a three-layer
model composed of quality characteristics and subcharacteristics with more than
200 associated measures. The quality in use model (Figure 2.2) is a two-layer model
composed of characteristics and quality measures.

Theoretically, internal quality, external quality, and quality in use are linked
together in a predictive relationship stating that once the requirements are estab-
lished and software construction is underway, the quality model can be used to
predict the overall quality. In reality, no model may claim to follow this predic-
tion mechanism perfectly. In the case of ISO/IEC 9126, the links between internal

Fig. 2.2 Quality in use model ( c© ISO/IEC, 2004)
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and external quality seem rather obvious because the models are essentially the
same, but caution must be exercised as to the links between external quality and
quality in use.

2.2.3 Quality Measurement

Measurement requires both particular knowledge and commitment, because
measurement activities are too often considered in software engineering as non-
productive, or worse, disturbing the already nervous rhythm of development. So,
the very fundamental question is: why measure? What are the benefits of measuring
in software engineering? Some responses are:

• Effective and precise communication
• Means to control and supervise projects
• Quick identification of problems and their eventual resolutions
• Taking complex decisions based on data not on guesses
• Rational justification of decisions

While the above approach is mainly of an organizational nature, it requires
some particular, technical knowledge in its execution. To render valid and usable
results, the measurement process should be executed in a professional and scien-
tifically sound manner. The generic measurement model (Figure 2.3), developed
by ISO/IEC SC7, helps to transit from the point of identification of measurable
attributes, through measurement methods and analysis activities to finally reach the
phase of information product. This last result is the most important outcome of the
whole process, because it is used to make a decision.

In software quality engineering, measurement is a pivotal concept. In other
words, quality cannot be effectively engineered without measurement because mea-
surement gives us the objective means to verify the presence of quality in a devel-
oped software product.

The most important issue arises, however, when a software quality engineer
attempts to really measure the quality. His or her primary concerns usually are:

• What to measure
• How to measure
• Where to seek for support (practical or scientific)

One of ways to address these concerns would be to use the standard offered
in ISO/IEC 9126 as a practical support. The standard proposes three distinctive
perspectives on the analysis of the quality of a software product (internal quality,
external quality, and quality in use), associates a large amount of measures to choose
from with each of these perspectives, and gives some recommendations on how to
interpret the obtained results. It also positions, as is shown in Figure 2.4, quality
perspectives and their measures against each other, both in requirements definition
and implementation phases.
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Fig. 2.3 Generic measurement model from ISO/IEC 15939 ( c© ISO/IEC 2002)

2.2.4 Quality Evaluation

The evaluation of software product quality is important to both the acquisition and
development of software. The essential parts of the software quality evaluation pro-
cess are:

• The quality model
• The method of evaluation
• Software measurement
• Supporting tools

For anyone attempting to execute a software quality evaluation, it is important
to remember that an evaluation must be coupled with measurement and must be
designed and tailored precisely to the purposes of the evaluation. It is also important
to realize that an evaluation is a complex task that should follow a well-defined
process and plan (Figure 2.5).

The ultimate purpose of an evaluation is to obtain reliable information, allow-
ing us to make a wise and justified decision in an actual situation (or stage) of the
development process.
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Fig. 2.4 Software product quality lifecycle and related measures ( c© ISO/IEC 2006)

In software quality, the actual situation often refers to the type of intermediate
or final software product to be evaluated, which, in turn, points to the stage in the
life cycle and the purpose of the evaluation. For a software product in its context of
use, quality in use should be evaluated; for a software product as a part of a system
in operation, external quality should be evaluated and, finally, static artifacts of a
software product in development require an evaluation of internal quality.
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Fig. 2.5 ISO/IEC 25000 SQuaRE model for a generic software quality evaluation process
( c© ISO/IEC 2005)
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Within the evaluation process itself, the first activity is establishing evaluation
requirements with the objective of defining software product quality requirements
that are the subject of the quality evaluation. Evaluation requirements are further
translated into the specification of an evaluation. The purpose of the evaluation
specification is to define the set of measures to be applied to the software product
and its components during measurement activities, as well as assessment criteria.
Before the actual execution, the evaluation has to be designed similarly to what
happens in a development process. The purpose of such a design is principally to
adjust the evaluation plan by considering the measurement to be applied. In this
moment, the execution of an evaluation may begin. The objective of this phase is
to obtain evaluation results from measuring the software product as specified in the
evaluation specification, and produce a statement of the extent to which the software
product meets quality requirements.

Further, in a managerial process the decision about the acceptance or rejection of
a software product, modification of release plan, or even withdrawing from produc-
tion may be made.

2.3 Defining Quality Requirements

2.3.1 What are Quality Requirements?

Before discussing software quality requirements, it is important to define a require-
ment as different from a need. As described by Azuma in (Azuma, 2001):

“Needs for a product are expectations of stakeholders for the effects of the product when
it is actually operated, which means such actions to the software product as development,
distribution, release, installation, use and maintenance.”

Going further, needs may be divided into stated needs and implied needs, and
both should be transformed into requirements. The difference between needs and
requirements may be illustrated by the following definition:

“Requirements are the external specification of specific needs that a product is expected to
satisfy.”

Figure 2.6 illustrates the relationship between needs and requirements. Stake-
holders’ needs (stated and implied) are collected and identified, then transformed
into functional and quality requirements.

The establishing of software quality requirements emerged as a separate activ-
ity in the last decade when requirements engineering encountered difficulties in
capturing all of their types (like functional, performance, organizational, or qual-
ity). First, the difficulty was associated with the non-functional requirements and
supplementary requirements that were attached to functional requirements. Later,
non-functional requirements were associated with quality requirements, where more
research concentrated on their modeling and representation and on negotiation of
conflicts between different categories of requirements.
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Fig. 2.6 Relationship between needs and quality requirements ( c© ISO/IEC 2005)

As a result, “identifying quality requirements that can be elicited, formalized and
further evaluated in each phase of full software product lifecycle became a crucial
task in the process of building a high quality software product.” (Suryn & Abran,
2003).

2.3.2 Interception and Identification of Quality Requirements

Quality requirements may possess distinctive features that differentiate them
from other categories of requirements, but there is one important tool that all
of them usually share: the identification/formalization process. This process tool
(Robertson, 1999), as shown in the example in Figure 2.7, identifies all phases or
actions necessary to produce a valid and reliable list of requirements, despite their
nature.

Before the interception and identification of quality requirements occur, how-
ever, it is necessary to know the perspectives (or categories) of quality in which
these requirements will be sought and placed when they are found. What immedi-
ately comes to mind is the application of a quality model, treated in this situation
as a menu, helping to set up the research area. There is, of course, a freedom of
choice from different existing models; however the practical decision must take
into account the existence of verification mechanisms associated with the model of
choice and the existence of measures that will allow for verification of the realization
of identified quality requirements. From this perspective, the model from ISO/IEC
9126 seems to be one of the better choices, and as such will be further used in this
chapter.
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Fig. 2.7 Process of formalization of requirements (adopted from ( c© Robertson), 1999)

It is perhaps worthwhile to position quality requirements (based on our choice of
ISO/IEC 9126 quality model) within the overall structure of software requirements.
In most cases, the requirements definition phase begins with high level of abstrac-
tion discussions, sometimes called business vision, where stakeholders express their
requirements in business-, service- and (quite often) usability-related terms. It is
then the responsibility of an analyst to translate such nontechnical information
into a technical representation useful in development projects. As presented in
Figure 2.8, this translation may produce three immediate categories of requirements:
functional, nonfunctional (quality excluded), and quality requirements. It should be
stressed that the traditional categorization of quality requirements (usually only a

Fig. 2.8 Decomposition of software requirements ( c© Suryn 2003–2006)
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few, arbitrarily chosen) as nonfunctional is replaced here by a separate, distinctive
category of quality requirements. The latter may be further decomposed, according
to ISO/IEC 9126, into quality in use, external, and internal quality requirements.
In the case of a massive deployment of a software product, it may be worthwhile
to consider the fourth category of quality requirements–operational quality require-
ments. This category, based on definitions published by QuEST Forum in TL 9000
standards (TL9000 2001), identifies quality attributes associated with statistical
parameters of software usage.

One of the important questions a software engineer may ask could be: why quality
requirements should be treated separately and what makes them different from all
other types of requirements?

The simple answer is: while (ideally speaking) functional and nonfunctional
requirements could be complete and frozen before any development actually starts
(Figure 2.9), the quality requirements are in fact partial.

Let us examine the categories of quality requirements that can be identified when
discussing a business vision with a stakeholder:

2.3.2.1 Operational Quality Requirements

If the software product to be developed is planned for a large population of users,
this category is valid, and the analyst may seek more details to identify related
requirements. If developed software is personalized, singular, or will be deployed
in small quantity, this category is void because no statistically valid data will be
available.

Elicit requirements

Freeze requiremens

Design

Construction

Delivery

If well done
the requirements

are complete
in this point

…but they
may be modified

if necessary
in this area

Requirements
are NOT being further sought

for in this area

Fig. 2.9 Ideal execution of functional requirement definition
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2.3.2.2 Quality in Use Requirements

Because this category represents purely application context-oriented quality require-
ments, the business vision is a good and usually rich source of information. Most
quality in use requirements could and should be identified in this phase.

2.3.2.3 External Quality Requirements

This perspective of quality refers to a software product that is complete and opera-
tional but observed from a technical perspective (like that of a technical support or
maintenance team). Because the software product does not physically exist yet, and
a business vision-oriented stakeholder is usually not able to give enough informa-
tion to immediately identify external quality requirements, these requirements must
be sought either through deduction from quality in use requirements (results are
always partial) or further in the development cycle when more technical informa-
tion is available (like high- and mid-level architectural design, for example). There
is, however, one very interesting exception—usability. This quality characteristic is
classified in ISO/IEC 9126 as external, but in several facets it represents end-user
concerns and can be clearly expressed by a stakeholder in the business vision phase.
As stated originally in the standard, for example, “an external learnability [metric]
should be able to assess how long users take to learn how to use particular functions,
and the effectiveness of help systems and documentation,” which can be expressed
very early in the requirements definition phase.

2.3.2.4 Internal Quality Requirements

This perspective of quality applies to static artifacts like code, low-level design, and
documentation, and there is little chance to gather any useful information from a
business vision-oriented stakeholder. To identify internal quality requirements, these
requirements must be sought either through deduction from external quality require-
ments (results are often relatively rich) or further in the development cycle when
more technical information is available (like detailed program design, for example).

The above analysis (presented in Figure 2.10) signals that the software quality
requirements engineering processes may considerably differ from those associated
with classical software development, by illustrating the rather specific nature of
quality requirements.

2.3.3 From a Requirement to a Measure

When asking a software engineer from the industry what the most difficult task is
when engineering some quality into a software product, one may receive responses
like these (as quoted from the author’s experience):
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Fig. 2.10 Simplified software quality requirements identification/definition process

• Identification and further definition of quality requirements
• Translating requirements into something tangible and verifiable (let us call it

measures)
• Making it happen, which translates into methods, processes, and sometimes even

banal recipes for developing software systems that actually have the quality in
them

• Verifying that required quality is in fact there (let us call it evaluation)

The fact that the definition of quality requirements is on this list of answers raises
another question: Is it really so difficult to squeeze the information required to at
least start defining quality requirements from a business story?

To answer this question, we will use the results of an experiment repeated con-
tinuously for last four years, in which software engineering master students partici-
pating in the software quality engineering course at École de technologie supérieure
(Montreal, Canada) are asked to identify as many quality requirements as possible
in 30-minutes from a simple business vision story presented by a window manu-
facturer. The windows manufacturer presented his business vision by identifying
services that are required from his new IT system:

A. Control manufacturing process operational 24 hours per day
B. Allow for ERP-type production supervision (ERP – Enterprise Resource Plan-

ning)
C. Control and manage export of ready products, including adding new offices in

other countries
D. Offer an online ordering service
E. Offer an online follow-up service for active orders (note indentation change–

proof reader)
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The results obtained during the experiment were very similar in all four sessions:

• When identifying applicable quality categories, the students ruled out the oper-
ational and internal quality without exception, focusing on quality in use and
external quality

• In the first 15 minutes of the experiment, most of them identified the requirement
of reliability (Service A), security (Services D and E) and portability (Service C)

• In the next 10 minutes, they added learnability, understandability, and maintain-
ability (referring to customer’s IT ignorance and international expansion ambi-
tions)

• In the last 5 minutes, they also identified productivity (Service B), recoverability
(all services) and adaptability (Service C)

These results are neither exhaustive nor complete, but they still carry an interest-
ing indicator—they suggest that the real problem in the identification and definition
of software quality requirements may not be due entirely to the unquestionable com-
plexity of the subject. It may partially lie in missing quality engineering awareness,
still so typical of the contemporary IT industry.

The next step is the identification of quality attributes and corresponding mea-
sures that should be applied and later measured in course of the development project.

Fig. 2.11 Suryn and Abran’s Consolidated Quality Lifecycle model. ( c© Suryn and Abran 2004–
2005)
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It has to be stated clearly that there is no recipe for choosing the measures, but the
challenge is smaller when requirements are known.

To help a software quality engineer identify and apply the normative and/or sci-
entific support relative to the phase of the system life cycle in which his project actu-
ally is, Suryn and Abran (Suryn 2005) created the 2004/2005 Consolidate Quality
Lifecycle model (Figure 2.11). As a result, the software quality engineer may be
able to identify and define quality requirements and then, using the recommended
references, identify measures that best serve his professional purposes.

2.4 Software Quality – Making it Happen

2.4.1 Software Quality Implementation Model (SQIM)

In practical terms, the quality to be attained cannot be made here and there—a little
bit today and some more tomorrow. As a matter of fact, a good, recommended prac-
tice is to start engineering the quality the moment the development project has been
opened. This approach, however, requires a tool—a method that will rule and control
quality engineering activities in concert with those of software development. Such
a tool, called the Software Quality Implementation Model (SQIM), is presented in
Figure 2.12. Four basic hypotheses lie at foundations of developing SQIM:

1. Engineering quality into a software product is an effort that should be conducted
throughout the whole life cycle of software development.

2. Because the process of quality engineering is similar in many ways to a develop-
ment process, it seems appropriate that it follows similar rules and applies similar
structures.

3. Because several software development process models exist, SQIM adheres to
the most widely recognized and accepted, which is the generic model published
in ISO/IEC 15288 Information Technology – Life Cycle Management – System
Life Cycle Processes.

4. The quality model that SQIM adheres to is the one that is widely accepted and
recognized—the quality model from ISO/IEC 9126.

SQIM (Suryn 2003) is organized in phases that correspond to phases of the
generic development process, indicating activities that are required from a software
quality engineer to attain quality in each of the phases. It can be noted that the sub-
ject of complexity of software quality requirements definition is clearly addressed
in SQIM, offering guidance on what could and should be identified and defined (and
when) to the user.

Each phase of SQIM has its own set of activities and subprocesses that should be
observed by a quality engineer in his or her daily practice. For details, interested
readers may refer to Suryn and Gil (2005). The engineers who seek a practical
complement to SQIM can refer to the Consolidated Quality Lifecycle model (CQL)
presented earlier.
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Fig. 2.12 Software Quality Implementation Model SQIM. ( c© Suryn 2003–2006)

2.4.2 Managing the Process of Software Quality Engineering

When undertaking the challenge of managing software quality engineering, one
could take into consideration a few basic facts from life:

• Everything in software engineering boils down to user satisfaction
• Satisfaction is conditional on the overall behavior of the system, with the software

product in first place
• The behavior of any software product is perceived through features and quality
• The features and quality of the software product are expressed through require-

ments
• Any behavior-related requirement for a software product may only be realized

through code

With the above in mind, let us consider the following statement:

In most development projects, functionality and quality are natural enemies.
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Fig. 2.13 Functionality-
quality battlefield. ( c© Suryn
2003–2006)

CostCost

FeaturesFeatures Operation Operation 

Quality Quality 
CostCost

FeaturesFeatures Operation Operation 

Quality Quality 
CostCostCostCost

FeaturesFeatures Operation Operation FeaturesFeaturesFeaturesFeatures Operation Operation Operation Operation 

Quality Quality Quality Quality 

Is it really true? Unfortunately for all IT users, it is true. There are, in fact, very
rare situations where the project budget is open. In all other cases, the budget defines
the battlefield where functionality and quality fight for the upper hand.

It is rather easy to imagine why quality and functionality are enemies in projects
with a predefined budget. It is even easier to identify the winner. As shown below,
function-quality-cost (FQC) economic perspectives are merciless: implementation
of functionalities and quality is expensive, so for a constant budget (C), more
functions (af) mean less quality (bq) ( c© Suryn 2003–2006). And the converse is
also true, but this is much more rare than the former situation. From what can be
observed in the market of software products, functionalities constantly win, even if
such victories quite often prove short-sighted. The first positive impressions based
on functional richness quickly turn into disappointment or rage when the software
starts producing blue screens.

Economic perspective

Cost = a
∑

features + b
∑

quality aspects

or

C = af + bq

Where:

a, b – proportions of investment

So, is a software quality engineer in a lost position by default? Well, the position
surely is not an easy or comfortable one, but it is still manageable and capable of
success, as long as some of the recommendations below are taken into consideration:

• From the very beginning, negotiate functional requirements with quality require-
ments in mind. Later may be too late

• Evaluate the list of features against the budget as soon as possible. This will be
your first indication about a possible level of quality, and your first argument in
renegotiating the FQC proportions

• Any functionality has its quality counterpart. FIND IT!
• The quality counterpart may require development or other forms of expenditures.

Take it into account when evaluating the project
• Analyze the existing FQC well. If the Q (quality) part is considerably too low,

the project may quickly run into a high-risk scenario
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• A new functionality may kill the overall quality of the product, so negotiate care-
fully

• A new quality requirement rarely or never harms the product

Apart from the common duties of planning and managing a project, managing
software quality engineering also presents the considerable and difficult duty of
change and conflict management. The higher than usual level of difficulty of this
task comes from heavy interdependence between development and quality engi-
neering processes and their final results (Suryn 2003).

2.4.3 Direct and Cross-Traceability – Model CTM

There is a very important rule in software engineering that states: Any soft-
ware/system component that cannot be traced to at least one requirement has
been developed for nothing and the resources used to develop it must be booked as
a loss (rephrased after Pfleeger, 2005).

This is also very true in software quality engineering, but the situation is a bit
more complex. The classic traceability approach presented in the lower part of
Figure 2.14 documents the links between all generic phases of the development
process and their related by-products to the requirements. Jointly applying SQIM,
ISO/IEC 9126, and CQL allowed for creating a complementary model dedicated
to quality traceability (QTM, upper part of Figure 2.14), with every link from
lowest level quality measure traceable to quality requirements. Merging the two
models and adding an intermediate influence layer between the two parts gives a

Requirements:
• Functional
• Non-functional

Solution 
Design

Components
Design

Construction 
(coding)

Unit & Integration
Tests

System Tests
(ALL)

Stakeholder
Requirements

Quality Requirements:
•In Use Characterstics
•External Characteristcs
•Internal Characteristcs
•Operational

Quality for Solution 
Design
•QiU attributes
•External Sub-charact.

Quality for Component 
Design
•External Sub-charact.
•Internal Sub-charact.

Quality for Component 
Construction

•Internal Sub-charact.

External and Internal MeasuresQuality in use &
External Measures

Influence/Modify through Engineering Decisions

The consolidated traceability model CTM is © Witold Suryn

:

- )

:

- .
- .

- .
- .

Influence/Modify through Engineering Decisions

:

-

:

- .
- .

- .
- .- .

.
-

Influence/Modify through Engineering DecisionsInfluence/Modify through Engineering Decisions

Fig. 2.14 Consolidated traceability model for software quality engineering. ( c© Suryn 2003–2006)
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consolidated traceability model (CTM) allowing for building complete functional-
ity/quality traceability matrix (Figure 2.14).

The model incorporates both technological and procedural structures that help to
identify the correspondence between the stages of development, related by-products,
associated quality elements (by-products or attributes), and requirements of all
types. The engineer can thus monitor the relationships among all of them and then
trace them back to their relevant requirements.

2.4.4 Synchronizing Quality and Software Engineering

How could the synchronization of quality engineering and software development
processes be attained? There is no one good answer to this question. A large, mature,
and professional organization could steer in the direction of a specialized group,
with members being continuously involved in development team work, while a start-
up company might prefer the discreet involvement of a part-time quality specialist.
It all depends on available resources and the goals to be reached. When comparing
both methods, the first impression may be that the discreet approach is rarely rec-
ommendable. If the developed software is created for the first time (and so has some
R&D taste) this impression has its merit, but when the system is being continu-
ously manufactured and sold for several years, all the secrets are most likely known
by the development team, and quality engineering may be quite effective even if
applied in a discrete form. Continuous synchronization between quality engineering
and software development processes, while being much more resource-consuming,
offers an incomparably higher level of controllability and effectiveness at the
same time.

Whatever the method and phase of the project, a software quality engineer brings
a unique expertise to the team, allowing the nonquality specialists to develop soft-
ware that can demonstrate high quality and help maintain the budget and schedule.

2.4.5 Applying SQIM in Most Popular Development Models

In the case of the V-model, the mapping to SQIM is straightforward, because the V-
model itself is very closely linked to the model proposed in ISO/IEC 15288, which
lies at the foundations of SQIM. For a basic spiral model, because its third quad-
rant (develop, verify next-level product) contains most of the engineering activities,
mapping SQIM to it requires some repositioning of its phases in order to build the
applicative links.

In the prototyping model, the application of SQIM requires that one take into
consideration the repetitive nature of each phase of this model. Each phase of SQIM
associated with its counterpart in the prototyping model will have to run through the
same loops of verifying and validating before the obtained status will allow you to
move to the next phase.
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Last but not least, mapping SQIM to the incremental model can be reduced to a
choice from the three options discussed above. The very nature of the incremental
model describes the way in which a software product is being delivered more than
the way in which it is really developed.

2.5 Conclusions

While evaluating the maturity of a software development organization, one can
apply sophisticated methods and models like CCMI, SPICE, or ISO9000, and still
arrive at a conclusion that may not entirely reflect reality. All best processes will not
replace the tangible indicators of the real maturity—functionalities and quality of
the product. One may even say that because functionalities are always in a product,
but quality is only sometimes, quality is a more restrictive indicator. Having this
in mind, we presented software quality engineering from both implementation and
managerial perspectives, and discussed aspects of functionality-quality conflict in
the economic and business dimensions to finally give a few practical observations
and recommendations that might establish their merit in the real, software develop-
ment lifecycle.
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Abstract This chapter explores the role that formal modelling may play in aiding
the visualization and implementation of usability, with a particular emphasis on
experience requirements in an ambient and mobile system. Mechanisms for require-
ments elicitation and evaluation are discussed, as well as the role of scenarios and
their limitations in capturing experience requirements. The chapter then discusses
the role of formal modelling by revisiting an analysis based on an exploration of
traditional usability requirements before moving on to consider requirements more
appropriate to a built environment. The role of modelling within the development
process is re-examined by looking at how models may incorporate knowledge relat-
ing to user experience, and how the results of the analysis of such models may
be exploited by human factors and domain experts in their consideration of user
experience issues.

3.1 Introduction

Ambient and mobile systems are often used to bring information and services to the
users of physical environments that are technology rich. Examples include leisure
complexes, hospitals, airports, and museums. Such systems are always on in the
background, and they deploy information to the user according to their context and
location. Their success depends on how users experience the space in which they
are situated, as well as more conventional issues of usability. What experiencing a
system in a particular way might mean is difficult to express and implement in a
system. Examples of experience are the experience of place as opposed to a forbid-
ding sterile space within a built environment, or anxiety (or lack of anxiety) when
traveling in an unfamiliar world. This chapter is concerned with whether systems
will satisfy experience requirements and how this framework for reasoning might be
integrated with more traditional analyses of interaction with the devices and displays
involved. The chapter is speculative about the set of tools and techniques required
to achieve experience-centered design. Its purpose is also to explore issues relating

56 E. Law et al. (eds.), Maturing Usability.
C© Springer-Verlag London Limited 2008
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to the maturity of more formal usability analysis tools, and to broaden an under-
standing of usability. In this respect, it explores a combination of formal techniques
and prototyping in assessing these further qualities of experience in the design of an
interactive system.

A focus on experience in ambient and mobile systems provides an opportunity
for a fresh look at evaluation in interactive systems. Traditional notions of usability
need reconsideration. Ambient and mobile systems have distinctive characteristics
that lead to a requirement for special treatment:

• The impact of the environment as the major contributor in understanding how the
system should work—its texture and complexity

• The use of location and other features of context to infer implicit or incidental
user action—how natural and transparent this inference is

A distinction is made here between the physical environment (the walls, win-
dows, notices, and position of the public displays and passengers within this
environment) and the software model of context (what the system knows about
the physical environment and the user). Context is updated by interaction with
the environment and by tracking user characteristics—what they do and what
they like. Physical environment is crucial to an understanding of how the system
is experienced. For this reason, it is difficult to envisage how a system can be
evaluated during early design stages before the full system has been configured in
its proposed target environment. The chapter explores how experience requirements
can be related to more rigorous methods of software development, as a means of
capturing important characteristics of the design even at the early stages.

Although the chapter is mainly concerned with how experience requirements can
be gathered and applied in ambient and mobile systems, the techniques described
are also relevant to more traditional usability requirements. For this reason, the first
example focuses on how a method of analysis can be applied to more traditional
usability properties. Section 3.2 discusses methods for eliciting experience require-
ments and explores the limitations of scenarios and personae. Section 3.3 explores
methods of assessing and evaluating a proposed design against such requirements.
The ingredients and requirements for a tool that combines the analysis of usability
requirements with experience requirements are developed. Two examples are dis-
cussed. The first focuses on usability requirements for a mobile device that supports
process control (Section 3.4). The second focuses on experience requirements by
considering how information flows (Section 3.5) within an airport system. Finally,
the chapter sketches a future agenda for completing a toolset to support the estab-
lished objectives.

3.2 Eliciting and Making Sense of User Experience Requirements

It is difficult to assess whether particular usability requirements are implemented in
ambient and mobile systems without observing systems in their target contexts. This
creates a problem, because it is usually infeasible to explore the role of a prototype
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system in this way, particularly when failure of the system might have safety or
commercial consequences. For example, a prototype running in a busy airport will
certainly have consequences for passenger satisfaction and, therefore, commercial
consequences if it fails, and may have consequences if crucial safety information is
not provided in a timely way. Methods are needed to enable the implementation of
usability and experience requirements and to explore whether they are satisfied in
the implemented system. Here it is envisaged that implementation of requirements
means that a typical user’s experience is consistent with the requirements. Ideally,
this kind of assessment should be realistically possible before expensive decisions
are made.

Two mobile and ambient systems are examined. The first example is used to
focus the analysis on more conventional usability requirements. It relates to the
design of a mobile device to control a chemical process. The second focuses on how
a system might capture experience requirements. It concerns a system designed to
provide information to passengers in an airport. Two brief scenarios illustrate the
second example. This example provides the chapter’s main illustration of experience
requirements.

Scenario One: Upon entry to the departures hall, a sensor recognizes the electronic ticket
and subscribes the passenger to the appropriate flight, while updating the passenger’s
context to include current position in the departures hall. The flight service publishes
information about the status and identity of queues for check-in. A message directing the
passenger to the optimal queue is received by the passenger’s hand-held device, because
the passenger’s context filter contained in the device permits its arrival. This information is
displayed on a public display in the departures hall. When the passenger enters the queue,
a sensor detects entry and adds the queue identifier to the passenger information. As a
result, different messages about the flight are received by the passenger—this might include
information about seating so that the passenger can choose a seat while waiting to check in
baggage. This process continues as the passenger progresses through the various stages of
embarkation.

Scenario Two: The passenger enters the main hall. The passenger is now additionally sub-
scribed to a retail service. Information about available facilities is received by the passenger
according to preferences and flight status.

Eliciting usability requirements, including experience requirements, for an envis-
aged ambient and mobile system can be carried out using a combination of tech-
niques. Some of these techniques have been developed to deal with the broader
class of usability requirements of a system.

First, stories can be gathered about the current system, capturing a variety of
issues relating to usability and experience—both normal and extreme. Different
types of user or persona (see Grudin & Pruitt [2002] for a discussion of the role
of personae) can be used to explore the particular requirements of user types. The
results of this story-gathering process are a collection of scenarios that can be used
to explore how the new design would behave. They can be used to evaluate the
design (see, for example, Rosson & Carroll 2002), perhaps using a specification of
the design or using a rapidly developed prototype.

In addition to scenario-orientated techniques for elicitation, other techniques are
valuable. Techniques such as cultural probes (Gaver et al. 1999) can be used to
elicit snapshot experiences. The elicitation process here involves subjects collecting
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material—photographs, notes, sound recordings—to capture important features of
their environment. While these snippets may make sense as part of a story, they may
equally well be aspects of the current system that are common across a range of
experiences or stories.

A further process of probing is described by Buchenau & Suri (2002). Their
approach (experience-centered design) involves the construction of prototypes—
sometimes very inexpensive and approximate prototypes—which can be used to
imagine the experience that users would have with the design. The quality and
detail tends to vary, from mocking up (using prototypes that simply look like the
proposed device but have no function), to more detailed prototypes that are closer to
the final system. In the earliest stages, this technique can be used for requirements
elicitation, while in the later stages more refined prototypes may be evaluated. To
explore and to visualize the proposed design effectively, it is important that systems
can be developed with agility, trying out ideas and disposing of prototypes that are
not effective and using a context that is close to the proposed target environment.
They help envision the role of the to-be-developed artefact within the user’s activ-
ity. Prototypes can be used to probe—that is, explore how valid and representative
the scenarios are and thereby generate a discussion about alternative or additional
scenarios. Testing the prototypes appropriately can help develop an understanding
of the experience of the system in its proposed setting.

In the settings illustrated in this chapter, there are a combination of ambi-
ent displays, kiosks, and mobile services for hand-held devices. Facilities and
information provided by services are distributed through the built environment
by means of hand-held devices and public displays, making use of context infor-
mation to infer parameters to supply to the services. They combine to provide
an environment in which passengers can obtain the information they need, in a
form that they can use it, to experience the place. Information about the envi-
ronment relevant to an understanding of this experience might be captured using
a combination of cultural probes and scenario analysis. For example, in the case
of cultural probes, passengers might be asked to identify those elements in the
space that relate strongly to their experience of the airport, perhaps by taking
photographs or making audio-video recordings and then annotating these snap-
shots. In addition, they might be asked to tell stories about situations where they
did or did not experience place. The following examples might derive from such
elicitation:

• Photographs of the main display board with comments such as, “I like to be in a
seat in which I can see this display board”; “I wish that the display board would
tell me something about my flight—it disturbs me when it simply says wait in
lounge”

• Photographs of signposts pointing to where the gate is annotated with “I wish I
had better information about how far it was and whether there were likely to be
any delays on the way”

• Tape recordings of helpful announcements and unhelpful announcements, with
annotations such as “These announcements do not happen often enough and
announcements for other flights distract me”
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• Stories about where the airport helped the customer feel aware of what was hap-
pening, for example: “There has been an incident at Paris airport which means
that one of the runways has been closed”

• Stories of long and complicated situations that may have caused problems. For
example, a narrative describing how the airline provided new tickets for a dif-
ferent airline for the passenger to fly to Los Angeles via London, managed the
retrieval of baggage and organized checking in again, or simply caused the pas-
senger to have to move from location to location to collect the bags, get the new
ticket and check in

In this way, an idea can be obtained about how the system works. Further elici-
tation gathers information about noncentral features of the system, capturing stories
that deal with other subsets of the facilities and functionality—for example, relating
to food services, dealing with extreme situations, or where there are reasons for
delay. Another story might relate to whether there is enough time to get a meal and
whether the meal is vegetarian. Throughout this process, in the spirit of an agile
approach to development, more than one prototype would be developed to explore
the different stories, producing segmented functionality—for example, a prototype
dealing with flights and flight schedules and a prototype dealing with retail services.
Prototypes might be explored, running in-situ using the user stories as the means
of testing, exploring the prototype in a simulation of the situation, and assessing
whether an experience of place is being contributed to. This means that the whole
system might be built using partial prototypes, thereby reducing the need to wait
until a complete system is available. These prototypes can be explored both from
the perspective of user experience and from the perspective of usability.

A limited set of scenarios cannot capture all aspects of the experience of place in
the airport. The value of cultural probes is that they provide an orthogonal viewpoint.
To achieve an experience of place, the familiar things—for example, the constant
presence of the notice board—must be captured across scenarios. Further explo-
ration may be required to assess and probe how well these static elements of the
environment (such as the continually present notice board) are represented across
a wider set of design behaviors. It is also necessary to investigate the unforeseen
consequences of the proposed design—for example, a passenger walking close to
another passenger whose flight is closing might miss important information about
a gate change because of the urgent messages displayed for the late passenger. The
complexity and interaction between the different components of the system may
result in unexpected, emergent properties of behaviors. As a system design evolves,
so will the experience associated with using the system. This can contribute to pro-
ducing a more consistent overall experience, even though the design of the system
has emerged in piecemeal fashion.

The physical characteristics of alternative platforms may be important in con-
tributing to the experience of sense of place—frequent flyers may use smart phones,
large plasma screens may be placed in the space in a number of different ways. The
advantage of using walkthrough techniques is that early exploration may be carried
out before the platform is decided, and may assist an understanding of whether a
particular combination of system components is appropriate.
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Given some means of eliciting the significant requirements, the next question is
to assess whether a design or implementation will satisfy them.

3.3 Analysis and Evaluation

McCarthy and Wright (2004) have argued that while the emphasis within the GUI
paradigm has been on technology as tools, the new paradigms require thought about
the technology we live with (see also Bannon 2005). Elsewhere, this has been
characterized as a shift from understanding the use of artifacts to understanding
their presence in people’s lives (Halnass & Redstrom 2002). While user-centered
design helps understand the practices and routines into which technologies are
expected to fit, it is not helpful in accounting for feelings of resistance, engagement,
identification, disorientation, and dislocation. Prototypes can be explored from a
variety of perspectives—from a spectrum of usability-engineering evaluation tech-
niques to experiencing explorations through active engagement with prototypes (see
Buchenau & Suri 2000). The techniques that are used should be formative. There-
fore, prototypes developed within the simulated scene may be used to stimulate
communication and the exploration of design ideas as a dialogical process between
user, designer and software engineer. A number of techniques may be used to iden-
tify the experience characteristics of a design.

3.3.1 Scenario Analysis

Scenario analysis (Rosson & Carroll, 2002) can be used at a number of levels to
explore the role that the system might play, and to evaluate usability and experience
issues. Scenarios can be used to capture important characteristics of the environ-
ment, either typical uses of the system or critical incidents where current arrange-
ments have failed users. They can be analyzed by usability engineers to explore how
the system would work—what information would be displayed at specific times
within the scenario, what actions the user would have to take to obtain further infor-
mation, and so on. Techniques such as cognitive walkthrough (Lewis et al. 1990)
and THEA (Pocock et al. 2001) are designed to be used at the action level by usabil-
ity engineers who have enough knowledge of the environment. Both approaches
involve consideration of a sufficiently detailed scenario to be able to visualize the
design. While reservations are appropriate in terms of their objectivity (Gray &
Salzmann 1998), they are nevertheless of value as a formative mechanism in the
hands of designers because they provide feedback that can be used constructively to
improve the design.

Scenarios can also be visualized by users. In other words, they are encouraged
to re-experience the scenario in their imaginations in the context of the new design.
This might involve the user adopting a persona (Grudin & Pruitt 2002)—for
example, a frequent flyer who is also an anxious flyer. This would not create a
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detailed account of how the technology works, but would provide an impression
of aspects that require further analysis. There are, of course, problems with this
approach. Ideally, assessing how an artifact contributes to the experience requires
observation or an assessment of the artifact embedded in the proposed situation.
Although experience prototypes can be constructed, an important issue is how to
provide a simulation of the envisaged environment. The aim is that there are suffi-
ciently realistic scenarios that a passenger-to-be might visualize the effect that the
proposed technology would have and how it would feel to use it. Consider, for exam-
ple, a system developed to help passengers experience a sense of place at check-in,
security screening, passport control, and while waiting in the main body of the
airport, encouraging passengers to make use of the many facilities available to them.

3.3.2 Alternatives to Scenario Analysis

Scenario analysis inevitably restricts consideration of the system to particular situ-
ations as captured by a limited number of narratives. Issues of coverage, therefore,
become important. In practice, requirements that relate to experience lead to prop-
erties that hold true whatever the circumstances, and cannot, therefore, be captured
in a limited set of scenarios. Experience-level requirements that can be captured
specifically for the application in question can be used as probes of a design repre-
sentation in the same way as usability heuristics (Nielsen 1992), perhaps using the
expertise of a multidisciplinary team.

Campos and Harrison (2001), as well as Loer and Harrison (2006), explore the
synergistic role that modelling and scenario-based evaluation can play. In these
papers, properties that capture formal expressions of usability heuristics are used
to generate traces. Traces are sequences of states or actions in the model that serve
to demonstrate a situation where the property does not hold. Domain experts can
use a bare sequence of actions to create a plausible narrative to form the basis for
a scenario. This scenario can then be subjected to an analysis such as a cognitive
walkthrough to explore potential problems with the design interface. Alternative
perspectives can be explored using representative personae. Consider an example
of mode confusion—a system is checked for some formal representation of mode
confusion and a trace is generated that indicates a circumstance where confusion
might occur. This forms the basis for a scenario that is investigated.

It is quite possible that, although formally there is mode confusion, the interface
signals the mode clearly. While a persona representing a newly trained operator
will perceive the mode change, an experienced operator who has seen and ignored
the signal many times is more likely to fail to notice it. This kind of analysis can
also be carried out for properties that result from an exploration of the experience
requirements of the design. Suppose that a passenger reports that she wants to be
able to access up-to-date flight information wherever she is. An appropriate model
might be used to explore possible physical paths in the environment that passen-
gers might take to reach the flight gate, and whether up-to-date flight information
is always available. This approach is analogous to that taken in Loer and Harrison
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(2005), where a system is explored that controls a process either using a central
control room or a hand-held PDA. This will be explored in more detail in the next
section.

3.3.3 Modelling and Prototyping

Formal modelling techniques and agile software development may together make
contributions to experience-centered design, as well as in the assessment of more
conventional usability. As discussed above, the modelling approach provides the
basis for exploring paths—that is, sequences of states of the system. These paths
can be used by domain experts or usability experts to create narratives that can then
be used to explore how the system would be experienced through an appropriate
evaluation technique. The modelling challenge is to develop a model at an appro-
priate level of detail to provide a basis for expressing properties, and thereby gener-
ating appropriate sequences. The prototyping issue is to be able to produce systems
quickly enough to explore the role that the system will play. Here, modelling and
analysis based on model-checking provides a more rigorous analysis of unforeseen
consequences. Once scenarios have been described, they can be visualized through
a variety of means, as discussed in the previous section.

For example, a team-based analysis approach might make use of model ani-
mation following a sequence, using tools supported by systems such as uppaal
(Behrmann, et al. 2004). Alternatively, the model may be used as a basis for the
construction of a throw-away prototype. The prototype can then be used to explore
an elicited scenario in some more realistic situation with potential users. An envis-
aged design process is depicted in Figure 3.1.

By this means, agile techniques (Agile 2004) are combined with formal tech-
niques. The complementary nature of the approaches is enhanced if the software

Fig. 3.1 The formal process of experience requirements exploration
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framework with which the prototype is developed has a semantic underpinning that
will assure the designer that the prototype is consistent with the properties of the
model.

The two examples already introduced illustrate a range of properties, capturing
features of two types of ambient and mobile systems. In the first example, the focus
of the exploration is the interface with a mobile device, where the behavior of the
device is affected by its location within a processing plant. The analysis compares
a proposed new interface to the handheld device with the existing control room
interface. The focus of the specification in this example is the device design in the
context of a controlled process model and its location. In the second example, the
focus is the model of the broader system in the built environment, concerned with
location sensors, passenger devices, and public displays, and the means by which
information is distributed through the environment.

3.4 Properties of Interactive Devices

The system involves the operator interface to a process control system from a cen-
tralized control room (see Figure 3.2), as well as an alternative hand-held device
(see Figure 3.3) (Nilsson et al. 2000). A limited subset of information and controls
for these components is stored in the hand-held device to ease access to them in the
future—analogous to putting them on the desktop. These desktop spaces are called
buckets in Nilsson et al. (2000).

The operator can view and control the current state of the components when in
their immediate vicinity. Context is used in identifying the position of an operator,

Fig. 3.2 Control screen layout
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Fig. 3.3 A hand-held control device (modified version of the Pucketizer in Nilsson, et al. (2000))

checking the validity of a given action, inferring an operator’s intention, and check-
ing action against an operator’s schedule, while assessing and indicating the urgency
of these actions.

In this type of system, context confusions can be avoided through design by
changing the action structure (for example, using interlocks) so that these ambigui-
ties are avoided, or by clearly marking the differences to users. There are a variety of
other properties that could be considered here, including experience requirements—
for example, a requirement of the system is that it should provide an experience
that enhances the safe operation of the system. Requirements associated with such
experience criteria might include a requirement that the operator maintains overall
situation awareness about the plant, or ready access to current data trends to provide
confidence that the system is running smoothly. The analysis takes the exploratory
approach described in the previous section to scrutinize interesting traces. Ques-
tions or properties are articulated in linear temporal logic (LTL) via a number of
templates designed to make the formulation of properties in LTL easier for human
factors engineers. The properties are used to check models using the SMV model
checker (McMillan, 1993). Details of the specifications and of the mechanism for
formulating properties using templates, and the link with SMV is described in Loer
and Harrison (2006). They are omitted here because the emphasis is on the process
of analysis rather than the detailed specification.

The hand-held device, the control room, and the plant were modelled using Stat-
echarts (Harel 1987). A possible set of top-level requirements that might plausibly
have been elicited is that the interactive system

• Should inform the operator about progress
• Should allow the operator to intervene appropriately to control the process
• Should alert the operator to alarming conditions in the plant
• Should enable recovery from these conditions

The plant involves tanks, pipes, valves, and pumps that feed material between
tanks. The tanks are designed to be used for more than one process, and to change
processes a tank must be evacuated before material can be pumped into it. To achieve
this, some of the pumps are bidirectional. The functioning of the plant—the flows
and evacuations—can be expressed as a simple discrete model so the significant
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features of the environment can be explored. This is discussed in more detail in
Loer and Harrison (2006). The model of the plant captures the characteristics of the
plant in the simplest terms consistent with its relevance to the actions and displays
provided in the control room and the handheld device. Hence the state of the tank
is simply described as one element of the set {full, empty, holding}—there is no
notion of quantity or volume in the model. This is a minimal model that will allow
analysis to take account of the physical consequences of the system.

The control room, with its central panel, aims to provide the plant operator with a
comprehensive overview of the status of all devices in the plant. Situation awareness
is considered to be critical to the operator’s work in the system and can be seen to
be contributing to the operator’s experience so that they know what is going on.
Availability and visibility of action are therefore seen to be primary concerns. For
this reason, a model of the interface is chosen that focuses on these aspects of the
design. Other models can also be considered to focus on other facets—for example,
alarms or recoverability. The control panel is implemented by a mouse-controlled
screen (see Figure 3.2). Screen icons are both displays and controls at the same
time—clicking on an icon will have an effect. These features of the design are all
modelled, showing when icons are illuminated and when actions trigger correspond-
ing actions in the underlying process.

The hand-held device uses individual controls that are identical to the central
control panel. However, there is only a limited amount of space available for them.
As a controller walks past a pump, she may save controls onto the display. While
the controls continue to be visible on the display, the pumps relating to the controls
can be manipulated from anywhere in the system. The hand-held control device
(Figure 3.3) knows its position within the spatial organization of the plant. An area
that merits further consideration is the visibility of these displays and the status of
saved controls.

By being in the vicinity of a plant component and pressing the component selec-
tor button, the status information for that component and its controls are transferred
into the currently selected bucket. Components can be removed from a bucket by
pressing the Delete button. The user can cycle through buckets using the Bucket
Selector button. The specification of the hand-held device describes both the phys-
ical buttons that are accessible continuously, and other control elements like pump
control icons that are available temporarily and depend on the position of the device.
When the operator approaches a pump, its controls are automatically displayed on
the screen (it only requires an explicit component selection if the controls and status
information are to be saved in a bucket). Controls for plant devices in locations
other than the current one can be accessed remotely if they have been previously
stored in a bucket. When a plant component is available in a bucket, and the bucket
is selected, the hand-held device can transmit commands to the processing plant,
using the pump control icons.

In the case of the hand-held control device, the interface to be explored is the
device in the context of its environment. The environment in this case is a com-
position of the tank content model and the device position model. The model pre-
sumes that the appliance should always know its location. An alternative approach
would allow the designer to explore interaction issues when there is a dissonance
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between the states of the device and its location. The effect of the type of software
architecture used to implement these types of system is to mask the possibility of
discrepancy from the implementer.

To explore the effect of the difference between the control room and the hand-
held device, and to generate traces that may be of interest, a reachability property
is formulated for a user-level system goal. The goal chosen here for illustration is
Produce substance C. This is a primary purpose of the system. The analysis pro-
ceeds by making a comparison between traces generated by the alternative models,
using domain knowledge and user experience to generate appropriate scenarios. The
checker is used to generate traces. An iterative process can be used to generate an
interesting trace, successively refining the property being checked to include further
assumptions about the requirements of the interaction.

Such analysis can also incorporate assumptions about user tasks (see Fields
2001). In Fields’ thesis, the model checker is used to explore the defined task—a
particular way in which the goal is designed to be achieved. This chapter takes
the alternative perspective that any behaviors required to achieve a goal may be of
interest. Fields (2001) acknowledges the possibility that a user might not perform
tasks in the ways that were originally envisaged.

The sequences in Figure 3.4 represent the traces obtained by checking for dif-
ferent models, including representing different devices and adding constraints to
capture some characteristics of users. In each case, the sequence gives one exam-
ple of how the plant can deliver Substance C to the outside world. The property
asserts that Pump 5 will eventually be turned on with Tank 1 holding Substance
C. The target state in this case is openP5 (see Figure 3.4). These sequences pro-
vide the basis for the scenarios that the domain expert or human factors expert will
use to assess the interaction. A narrative based around the sequence could be used
by a potential operator to visualize the experience that they would have using the
designed system. This process of visualization may be aided by a process of step-
ping through the specification using path exploration tools, as provided by several
model checkers. Alternatively, the generated scenario may be used as the basis for
exploring a prototype of all or part of the system. The first sequence in Figure 3.4
has been constructed by checking the property against the control room interface,
while the other sequences were checked against the hand-held device model. While
the first two sequences assume a serial use of pumps, the third and fourth sequences
achieve the same goal with a concurrent use of pumps. Simple comparison of these
sequences yields information about the additional steps that have to be performed
to achieve the same goal.

As a result of this process—and, in particular, the comparison—it is observed that
the repetitive process of saving controls may cause slips or mistakes—a direct effect
of location on the actions of the hand-held device. While these slips or mistakes may
not be dangerous, it may be concluded that the frustration of continual delays due to
omitting actions may be significant. A further assumption can be used to constrain
the property, namely that an operator might forget certain steps.

If it is assumed that controls for the pumps are not saved and the original property
is checked, the sixth sequence in Figure 3.4 is obtained. This sequence highlights
the likelihood of context confusions as well as user frustrations, and therefore the
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Fig. 3.4 Traces generated by runs of the model checker
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need for the redesign of the device. In this case, identical subsequences of actions at
Positions 2 and 6 have different effects. An interlock mechanism could be intro-
duced to reduce the frustration caused by forgetfulness. The proposed redesign
warns the user and asks for acknowledgement that the currently displayed control
elements are about to disappear. The warning is issued whenever a device position
is left and the device’s control elements are neither on screen nor stored in a bucket.
It is straightforward to adjust the model of the interface to the hand-held device
to capture this idea, and this specification is given in Loer and Harrison (2004).
The design, however, does not prevent the user from acknowledging and then doing
nothing about the problem. Checking the same properties and adding assumptions
about the forgetful user produces Sequences 7 and 8 in Figure 3.4. Throughout the
example, the central control panel is used to identify the key actions necessary to
achieve the goal because the additional actions introduced by the hand-held device
are concerned exclusively with the limitations that the new platform introduces—
dealing with physical location, uploading, and storing controls of the visited devices,
as appropriate.

The analysis highlights these additional steps to allow the analyst to judge if they
are likely to be problematic from a human factors perspective. The reasons why a
given sequence of actions might be problematic may not be evident from the trace,
but it provides an important representation that allows a human factors or domain
analyst to consider these issues. For example, some actions might involve a lengthy
walk through the plant, while some actions may be performed instantaneously, and
some might depend on additional contextual factors like network quality. The cur-
rent approach leaves the judgement of the severity of such scenarios to the human
factors expert or the domain expert. It makes it possible for these experts to draw
important considerations to the designer’s attention.

In summary, from the perspective of the process diagram (Figure 3.1), a property
template (reachability of a goal) has been used to generate traces from a system
model (the right side of the diagram). Through expert analysis, scenarios were iden-
tified based on these traces and, as a result, alternative options were identified both
in terms of user behavior and by developing alternative models. The piece of the
figure that is not dealt with in this example is the rapid development of prototypes
based on the consistent software framework.

3.5 Information Arrival

The second case study is concerned with information flow throughout a built envi-
ronment, therefore location and message arrival are important issues. This case
study is more directly focused on requirements that relate to experience. Consider
a system development where requirements elicitation has yielded a number of such
experience related requirements.

A number of different modelling frameworks would be appropriate for captur-
ing different properties of the model, and for carrying out verification. Indeed, it is
envisaged that a toolset for this process would include patterns and guidance about
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different features of the system and how they should be modelled, and templates
representing classes of property that relate to experience requirements. It is envis-
aged that generic models of ambient and mobile systems will be developed similar
to Garlan, et al. (2003) and Baresi, et al. (2005). Both are concerned with generic
models of publish-subscribe systems.

Many characteristics of systems associated with timeliness or likelihood of
occurrence contribute to the experience that we have with them. Such properties
require models that incorporate notions of time (the message relating to the flight
will be received within a fixed time span) and stochastic models (with a given prob-
ability). Loer et al. (2004) have used uppaal (Behrmann et al., 2004) models to ana-
lyze human scheduling behavior in relation to process control systems. Uppaal has
been used by Harrison & Loer (2006) to describe the features of an airport system.
Doherty, et al. (2001) have explored stochastic properties of interactive systems and
ten Beek, et al. (2006) have used both timed model checking and stochastic model
checking to analyze a groupware system. Properties that are relevant here relate to
the dispatching of messages. For example,

• The message is the next message
• The message is most likely to be the next message (deNicola, et al. 2005)
• The message will arrive within 30 seconds (Loer, et al. 2004)

Rather than focusing on the modelling and analysis aspects of this example, the
chapter focuses on the properties that would be checked of such a system that are
relevant from an experience perspective. The following concrete properties all have
characteristics that would improve the experience of the passenger while they are
within the built environment. While these properties are not usability properties
as conventionally understood, they nevertheless capture important features of the
users’ acceptability of a system:

• When the passenger enters a new location, the sensor detects the passenger’s
presence and the next message received concerns flight information and updates
the passenger’s hand-held device with information relevant to the passenger’s
position and stage in the embarkation process

• When the passenger moves into a new location and is the first from that flight to
enter, public displays in the location are updated to include this flight information

• When the last passenger on a particular flight in the location leaves it, the public
display is updated to remove this flight information

• As soon as a queue sensor receives information about a passenger entering a
queue, queue information on the public display will be updated

The system’s failure to adhere to all of these properties does not mean that
the system does not perform correctly. Although the correct information might be
passed around the environment, the system could fail to generate the information
in the right place at the right time. As a result, the user’s experience of knowing
what to do and where to go in the environment would be compromised. Returning
to the process described in Figure 3.1, checking these properties of the model will
detect traces that require expert analysis and will thereby generate scenarios. These
scenarios may then be used, perhaps simply as written narratives, to help the user
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visualize how different personae would experience them. These scenarios might
also be prototyped using a software framework to provide a richer environment for
understanding the passenger’s experience of the new system.

Further experience properties of the airport system would be more difficult to
evaluate through prototypes using sample passengers. For example,

• No matter how many services a user is subscribed to, the flight information ser-
vice will be dispatched both to the user’s device and to the local display within a
defined time interval

• Any service that is offered to a subscriber will only be offered if there is a high
probability that there is enough time to do something about the service

• When the passenger moves into the location, flight status information is presented
to the passenger’s hand-held device within 30 seconds

• Information on public displays should reflect the current state of the system
within a time granularity of 30 seconds

• If the passenger enters a location, the passenger’s trail will be updated with
the action that should occur at that stage (for example screening hand baggage)
within an appropriate time (two minutes). If not, a reminder of the current activity
will be delivered to the user’s hand-held device

• Information relating to the best queue to join for a specific flight will be designed
to avoid jitter. It will be updated frequently enough to improve the experience of
passengers but not so frequently that it will annoy passengers

Properties such as these will be particularly appropriate to meet passenger
uncertainties about flight status, avoid the frustration of jittering information about
queues, and offering services that cannot be received through lack of time.

3.6 Conclusions

While the primary focus of this chapter has been experience requirements, the two
examples have illustrated how a range of properties might be explored through a
combination of modelling and prototyping techniques. Ambient and mobile systems
provide a rich context for the process of requirements elicitation. They challenge our
presumptions about how to analyze interactive systems. Two ambient and mobile
systems have been considered here. The first was concerned with the use of a hand-
held mobile controller in a process plant. This involved reconsidering an analysis
that was performed with a more traditional usability perspective. The second exam-
ple illustrated a type of system aimed at providing occupants of a built environment
with a sense of the space—to support a feeling of place and provide access to the
services that are offered within the environment.

This example was derived from the specific concerns of an ambient and mobile
system in an airport environment. The evaluation of the effectiveness of these sys-
tems requires the full richness of the target environment. In reality, it is not pos-
sible to explore these systems in a live environment for a variety of reasons. The
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possibility that these systems can be explored through a process that involves the
use of formal methods has been discussed.

Formal techniques can be used to capture abstractly the important features of
the prototype currently being developed. They can also be used as a means of
simulation or exhaustive path checking to enable an assessment of the kinds of
situations that a person might find her self in. But in themselves they do not provide
a rich contextual account. We argue, however, that sequences generated by model
checking can be enriched through the intervention of domain and human factors
experts. The model can be developed at the same time as the prototype. Using
the model, further properties may be appropriate and may be within the scope of
the kind of system we describe. For example, it would be feasible to capture the
knowledge that users in the environment might have (Fagin, et al. 2004) or the
resources for action that are required by users (Campos & Doherty 2006).

The development of prototypes that support a subset of functions may be accom-
panied by simple models and simulations in which these prototypes can be explored.
So, for example, separate models can be developed to explore the features pertaining
to movement through space, and the actions that the user may perform explicitly
using the system. Analysis by simulation or model-checking can lead to the discov-
ery and exploration of paths that were not envisaged in the original set of scenarios.
With the help of domain experts, situations can be envisaged in which the design
fails to provide the passenger with the information they need to experience place.

Two important issues underpin our agenda for future research. The first concerns
the mapping between models and prototypes. It concerns how to maintain an agile
approach to the development of prototypes, while at the same time providing the
means to explore early versions of the system using formal models. Our concern
is to produce generic models that reflect the software architecture used for rapid
development and to maintain synchrony between prototype and model. The sec-
ond concerns the class of models required to analyze the range of requirements
that would be relevant to ambient and mobile systems—how to ensure practical
consistency between them and to avoid bias and inappropriate focus as a result of
modelling simplifications.
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Abstract Usability, user interface, and interaction design are among the group of
vital, yet mostly overlooked, skills that all software developers require, yet few seem
to have. This is just as true of agile developers as it is of traditional developers.
This chapter examines both user experience (UEX) and agile software develop-
ment (ASD) approaches, comparing and contrasting the underlying philosophies
and practices of each. Using agile model-driven development (AMDD) as the foun-
dation, it then describes strategies for tailoring UEX into agile methods. It is pos-
sible to address UEX concerns on agile projects, but it requires flexibility and a
willingness to work together on the part of both UEX and ASD practitioners.

4.1 Laying the Groundwork

In The Inmates Are Running The Asylum, Alan Cooper (2004) indicates that many of
today’s software-based products suffer from usability challenges. He believes that
the key to solving the problem is performing what he calls interaction design before
the programming effort to design the way that software behaves before it is built.
Cooper believes programmers consciously design the code inside programs but only
inadvertently design the interaction with humans. Although programmers work hard
to make their software easy to use, their frame of reference is themselves—as a
result, they make it easy for other software engineers, not normal human beings.
He argues that programmers have too much influence over the design of the human
interface and, due to a lack of skills in this area, do a poor job of it. In other words,
the programming inmates are running the software development asylum.

My experience is similar to Cooper’s. There is a need for improved interaction
design skills within the programming community, although I don’t agree with his
proposed solution. Reading between the lines of both The Inmates Are Running the
Asylum and a discussion between Kent Beck and Cooper (Nelson 2002), it seems
to me that most of Cooper’s experiences are with traditional development teams
but not agile teams. Although I believe that his observations about the interaction
design skill levels of developers apply to both the traditional and agile software
development (ASD) communities, I fear that his advice is difficult for traditionalists
to implement and all but impossible for agilists.
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The goal of this chapter is to show how to make the advice of the user experi-
ence community palatable—or perhaps usable is a better term—to the ASD com-
munity. First, I begin by reviewing both ASD and UEX concepts and terminology
to get everyone on the same level. Second, I explore the differences between the
two approaches—in particular, the philosophical underpinnings of the two. Luckily,
there is great similarity between the two. Third, I explore the ASD lifecycle in a bit
more detail so we can identify potential opportunities to address UE issues. Fourth,
I present a call to action to both communities and finish with an overview of the
potential challenges that we will still face when following this strategy.

4.1.1 Agile Software Development (ASD)

To address the challenges faced by software developers, an initial group
of 17 methodologists formed the Agile Software Development Alliance
(www.agilealliance.com), often referred to simply as the Agile Alliance, in February
of 2001. An interesting thing about this group is that they all came from different
backgrounds, yet were able to come to an agreement on issues that methodologists
typically don’t agree upon. This group of people defined a manifesto (Agile Alliance
2001; Ambler 2006d) for encouraging better ways of developing software, and this
manifesto defines the criteria for ASD processes. The manifesto defines four values
and twelve principles that form the foundation of the agile movement.

The important thing to understand about the four value statements is that while
you should value the concepts on the right hand side, you should value the things
on the left-hand side (presented in italics) even more. The manifesto defines pref-
erences, not alternatives, encouraging a focus on certain areas but not eliminating
others. The four agile values are

• Individuals and interactions over processes and tools—teams of people build
software systems, and to do that they need to work together effectively, including
but not limited to programmers, testers, project managers, modelers, and your
customers

• Working software over comprehensive documentation—documentation has its
place. Written properly, it is a valuable guide for people’s understanding of
how and why a system is built and how to work with the system. However,
never forget that the primary goal of software development is to create soft-
ware, not documents—otherwise it would be called documentation development
wouldn’t it?

• Customer collaboration over contract negotiation—only your customer can
tell you what they want. Successful developers work closely with their customers,
they invest the effort to discover what their customers need, and they educate their
customers along the way

• Responding to change over following a plan—as work progresses on your sys-
tem, your project stakeholder’s understanding of the problem domain and of what
you are building changes. Your project plan must be malleable. There must be
room to change it as your situation changes, otherwise your plan quickly becomes
irrelevant
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To help people gain a better understanding of what agile software development
is all about, the members of the Agile Alliance refined the philosophies captured in
their manifesto into a collection of twelve principles. These principles are

1. Our highest priority is to satisfy the customer through early and continuous
delivery of valuable software.

2. Welcome changing requirements, even late in development. Agile processes har-
ness change for the customer’s competitive advantage.

3. Deliver working software frequently, from a couple of weeks to a couple of
months, with a preference for the shorter time scale.

4. Business people and developers must work together daily throughout the project.
5. Build projects around motivated individuals. Give them the environment and

support they need, and trust them to get the job done.
6. The most efficient and effective method of conveying information to and within

a development team is face-to-face conversation.
7. Working software is the primary measure of progress.
8. Agile processes promote sustainable development. The sponsors, developers,

and users should be able to maintain a constant pace indefinitely.
9. Continuous attention to technical excellence and good design enhances agility.

10. Simplicity—the art of maximizing the amount of work not done—is essential.
11. The best architectures, requirements, and designs emerge from self-organizing

teams.
12. At regular intervals, the team reflects on how to become more effective, then

tunes and adjusts its behavior accordingly.

Just as the Software Engineering Institute’s (1995) Capability Maturity Model
(CMM) defines the requirements for a heavy-weight software development process,
the agile manifesto defines the requirements for an agile software process. Full-
fledged ASD processes that reflect these requirements include

• Microsoft Solutions Framework (MSF) for Agile—the MSF for Agile
(Microsoft 2004), among the newest of the agile processes, has arguably been the
most influenced by UEX practices. It is often adopted by Microsoft customers
who wish to follow a well-defined, yet streamlined, software development
process. The main development artifacts are personas, usage scenarios, domain-
specific models (DSMs), tests, and source code

• Agile Unified Process (AUP)—the AUP (Ambler 2005) is a highly collabora-
tive, streamlined version of the Unified Process (Jacobson, Booch, & Rumbaugh
1999). It is often adopted by organizations that want a well-defined yet agile
software process, particularly those that like the Rational Unified Process (RUP)
(Kruchten 2004) but find it too heavy for their environment. The main develop-
ment artifacts of AUP are use cases, UML sequence and class diagrams, accep-
tance tests, unit tests, physical data models (PDMs), and source code

• Dynamic System Development Method (DSDM)—DSDM (Stapleton 2003) is
an agile process introduced in the mid-1990s that is typically used to develop
UI-intensive applications. The main development artifacts of DSDM projects are
UI prototypes, design models, tests, and source code
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• Extreme Programming (XP)—XP (Beck 2000) is likely the best-known agile
process, due in part to its name, but mostly due to the fact that it works incred-
ibly well. XP is defined as a collection of practices—such as pair programming
(Williams & Kessler 2002), refactoring (Fowler 1999), test-first design (TFD),
and onsite customer—which require great discipline on the part of developers.
XP is very successful for teams of less than ten people, although when combined
with Scrum has been shown to work well on teams that are much larger. The
main development artifacts of XP are user stories, acceptance tests, unit tests,
and source code

• Feature Driven Development (FDD)—FDD (Palmer & Felsing 2002; Anderson
2001) is an agile process for development of object technology-based systems. It
is based on the concept that you should do some initial domain object modeling
and feature identification early in the project, and then incrementally flesh out the
domain model throughout the project. The main development artifacts of FDD
projects are features, object models, tests, and source code

• Rational Unified Process (RUP)—although RUP is often instantiated as a
heavy-weight software process, Kroll and MacIsaac (2006) show this does not
necessarily have to be the case. The RUP can, in fact, be instantiated as a very
agile process if you choose to do so (Ambler 2004b). The main development
artifacts of the RUP are the same as those of the AUP described above

There are also several common partial agile processes which focus on an aspect
of software development. These processes are

• Agile Data (AD)—the AD method (Ambler 2003c) is defined as a collection of
six philosophies and four roles which can be tailored into other agile methods to
define how data professionals may be effective members of an agile team. The
AD method is supported by evolutionary database development techniques such
as agile data modeling, database regression testing, configuration management
of data-oriented work products, and database refactoring (Ambler & Sadalage
2006)

• Agile Modeling (AM)—the AM method (Ambler 2002) defines a collection of
principles and practices for effective modeling and documentation efforts. AM is
tailored into other agile methods to make modeling and documentation explicit,
and into methods such as the RUP to help streamline it

• Scrum—Scrum (Beedle and Schwaber 2001) is a project and requirements man-
agement methodology which is often tailored into other agile methods, in par-
ticular XP. Scrum sets out simple rules for authority and responsibility—if you
are on the team, you are a pig that has the responsibility and authority to get the
job done. If you are not on the team, you are a chicken who provides information
when requested but otherwise get out of the way

• Usage-Centered Design (UCD)—UCD (Constantine & Lockwood 1999) is a
systematic, model-driven approach to improving product usability, where the
focus is on the usage of the product. The main artifacts are user role, task, and
interface content definitions. UCD can be tailored into both agile and nonagile
development process to guide the user interface design toward a better fit with
the real needs of users
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4.1.2 User Experience (UEX)

Because this is a usability book, I will only briefly define the usability-related termi-
nology. Other chapters describe these concepts much more thoroughly. Within this
chapter, usability is a quality attribute of a system that encompasses learnability,
efficiency, memorability, error recovery, and end-user satisfaction (Neilson 1994).
User-centered design (also known as UCD, although I will use that abbreviation for
usage-centered design described above) is a highly structured, product-development
process where the focus is on understanding the needs and goals of the user of
the product. Interaction design (ID) is a methodology described by Alan Cooper
(2004) where the goal is to provide end-users with functions that are both desirable
and useful. In ID, interaction designers focus on what is desirable, while engineers
focus on what they’re capable of building, and business stakeholders focus on what
is viable. I use the term user experience (UEX) to encompass all of these concepts.
Although there is good reason to distinguish between the various ideas, that is not
relevant to my current discussion.

An important question to ask is why should ASD practitioners consider UEX
important? Patton (2004) believes that UEX addresses several issues that are critical
to the success of ASD teams. First, UEX places emphasis on the usage necessary
for roles to meet their goals. Second, UEX helps meet the goal of identifying the
behavior the software should have. Third, UEX practices can be applied with vary-
ing degrees of formality, thereby making them compatible with agile methodologies.

Other important terminology that I use in this chapter includes

• System—the product, which often includes software, under development
• User—also known as an end-user, a user is a person who will actually work with

the system/product being built
• Developer—an IT professional involved with the creation of the system
• Stakeholder—a stakeholder is anyone who has a stake in the creation or oper-

ation of the system. This includes people who are direct users, indirect users,
managers of users, senior managers, developers, operations staff members, sup-
port (help desk) staff members, developers working on other systems that inte-
grate or interact with the one under development, or maintenance professionals
potentially affected by the development and/or deployment of a software project.
Some agile methodologies, XP in particular, uses the term customer

• Acceptance testing—a testing technique, the goal of which is to determine
whether a system satisfies its acceptance criteria, and to enable the stakeholder(s)
to determine whether to accept the system

• Usability testing—a method by which users of a system are asked to perform
certain tasks in an effort to measure the system’s ease-of-use, task time, and
the user’s perception of the experience. Usability testing can be both formal and
informal, using dedicated rooms and equipment to simply using physical mock
ups of the system

• User testing—testing activities, including both acceptance and usability testing,
where stakeholders are actively involved
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Why distinguish between users, developers, and stakeholders? Fundamentally,
they have different levels of responsibility and involvement with a software devel-
opment project. Developers are responsible for building the system and working
closely with their stakeholders to do so. Stakeholders are active participants on agile
projects (more on this later) who make decisions and provide information in a timely
manner, and better yet are actively involved with the modeling and testing efforts.
End users should be involved throughout the project to validate the work that the
developers have done and to ensure that the stakeholders accurately represent the
user community at large. Constantine (2001) points out that users outnumber stake-
holders and are a critical source of information for user interface design, and are the
key people required for usability testing.

4.2 Current State of the Art

First I will share the good news. I believe that there is a growing recognition within
both the ASD and UEX communities that they can benefit by working closely
with the other. Within the ASD community, Larry Constantine’s UCD work is
well-respected and the UEX community seems intrigued by the promises of ASD.
There is an active Agile Usability mailing list (http://groups.yahoo.com/group/
agile-usability/) where ASD and UEX practitioners interact regularly. There are
also agile usability tutorials at conferences, including UPA 2005 (www.upassoc.org/
conferences_and_events/upa_conference/2005/), Agile 2005 (www.agile2005.org/
track/tutorials), and Agile 2006 (www.agile2006.com). There seems to be a will to
bring the two communities together.

Now I will share the bad news. There are several challenges that need to be
overcome if we are to work together effectively, and just the fact that we talk
about two different communities indicates that we have a problem. These challenges
include

• Different goals—Lee (2006) points out that “software engineers focus on
the design, implementation, and maintenance of software systems, but often
marginalize the design of the human-computer interfaces through which those
systems are used. On the other hand, usability engineers focus on developing
systems so end-users can use them effectively but do not account for the under-
lying system design, implementation or market-driven forces that guide much of
software engineering.” I believe that these goals are complementary, and show in
this chapter that it is fairly straightforward to achieve both

• Different approaches—similarly, Desilets (2005) argues that UEX methodolo-
gies are centered on the user, whereas agile methodologies take a broader view
and focus on the stakeholder. With UEX methods, one tries to get a holistic view
of user needs and come up with an overall plan for the user interface before start-
ing implementation. Agile methods favor little up-front design and focus instead
on delivering working software early
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• Organizational challenges—the ASD community follows a highly collaborative
and fluid organizational strategy where teams are self organizing. This doesn’t
appear to always be the case with the UEX groups within some organizations.
Hodgetts (2005) believes that when a separate UEX group exists, including
UEX practitioners on an agile project team can be problematic. This is partic-
ularly true in organizations with a strong management hierarchy, because the
resulting command-and-control mindset hampers an agile team’s ability to self
organize. While a center for UEX is important to provide the needed prac-
tices, tools, and standards, a strong organizational and management hierarchy
can be problematic. We need to find a way to keep the good aspects yet discard
the bad

• Process impedance mismatch—the ASD community forgoes detailed modeling
up early in the project, something they refer to as Big Design Up Front (BDUF).
Many within the UEX community prefer more comprehensive modeling early
in the project to design the user interaction properly before construction begins.
A C.C. Pace (2003) whitepaper points out that once an application reaches a
certain level of complexity without an up-front vision, the result is awkward or
unnecessarily complicated user interfaces designed around back-end function-
ality instead of a user’s end goals. As I show below, what we need to do is
some initial modeling up front to think through the big issues, at a very broad
but shallow level, but that we don’t need the comprehensive modeling that some
within the UEX community expect. In short, we need to find the sweet spot in the
middle.

• UEX practitioners struggle to be heard—although this is true within traditional
teams as well, my experience is that this is not as problematic with ASD teams
for the simple reason that ASD practitioners favor high levels of collaboration. I
believe that the fundamental problem is that UEX practitioners are not integrated
well into the teams, and will argue that they need to expand their skill sets so
that they can do more than just UEX if they are to be effective on agile teams.
Jokela and Abrahamsson (2004) believe that UEX practitioners often complain
that the results of their work are not considered in the design decisions. They also
point out that no UEX practitioners were invited to participate in the formation of
the Agile Alliance (www.agilealliance.com), which may be why there has been
insufficient UEX influence to date within the ASD community. As I indicated
earlier, I believe the two communities are coming together.

• Our thought leaders may be a bit too extreme—Elden Nelson (2002) facil-
itated a discussion between Kent Beck, the founder of Extreme Programming
(XP), and Alan Cooper, the founder of Interaction Design (ID). Many interesting
points came out of the discussion pertaining to the differences between ASD and
UEX philosophies, as summarized in Table 4.1. Unfortunately, both Beck and
Cooper seem to be at the extreme end of the discussion, and you can see in Nel-
son’s interview that there were bones of contention that were not resolved. I posit
that we need to find something in between, and that although the Beck/Cooper
discussion was effective at identifying issues, it wasn’t good at identifying the
requisite sweet spot between the extremes (although, to be fair, Beck did seem
more flexible than Cooper).
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Table 4.1 Comparing the Agile and UEX philosophies

Agile Philosophies UEX Philosophies

• Asks “How can what we have now be
improved this iteration?”

• You should work closely with your stake-
holders/customers to identify their exact
needs.

• Details behind requirements can be iden-
tified on a just-in-time (JIT) basis during
development.

• Detailed, up-front modeling is a risky
endeavor at best.

• Interaction design has a role to play from the
beginning of a project, as a way to come up
with the metaphors for the project.

• Asks “What is the ideal system?”

• Defining the behavior of software-based
products and services is very difficult and
has to be done from the point of view of
understanding and visualizing the behavior
of complex systems, not the construction of
complex systems.

• All behavioral issues need to be addressed
before construction begins.

4.3 Clearing Up A Few Misconceptions

To help promote effective collaboration between the two communities, we need to
clear up a few misconceptions that each community may have with the other. There
are several that UEX practitioners may have about the ASD community:

• Agilists do not model—Constantine (2001) points out that one misconception
is that agilists “don’t waste time in analysis or design, [they] just start cutting
code.” The actual fact is that ASD practitioners do in fact model, it is just that
they discourage extensive up-front design work (McInerney & Maurer 2005) in
favor of more agile approaches to modeling (Ambler 2002; Ambler 2004a). A
quick perusal of the original XP book (Beck 2000) reveals diagrams throughout,
and if you were to read it you would see significant discussions about user stories,
acceptance tests, and class responsibility collaborator (CRC) modeling. This may
not be traditional modeling, but modeling it is

• Agilists are continually deploying software into production—although some
teams do this, it is not the norm. What is common is to deliver working software
on a regular basis, perhaps every few weeks, into an internal environment for
system and user testing. Deployment into production may occur every six-to-
twelve months, if not longer, based on need and the ability of our end-users to
accept new releases

• XP is the only game in town—this is a serious misunderstanding, because UEX
practitioners who believe this miss agile methods such as Scrum, Agile Modeling,
Agile MSF, and DSDM, which are arguably more attuned to their philosophies

• There is a single “agile way” of doing things—as I describe above, there are
many agile software processes, each of which has their own way of working.
For example, a UEX practitioner will interact with an RUP team in a slightly
different manner than they will interact with an FDD team. On a RUP team,
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everyone works from use cases as the primary requirements artifact, while on an
FDD team they work from features.

• There is no role for UEX practitioners—many agile methods forgo the concept
of specific roles in favor of more generic roles such as developer/programmer,
coach/leader, and customer/stakeholder. McInerney and Maurer (2005) point out
that the agile literature does not identify a distinct UEX role, and therefore the
onus remains on UEX practitioners to justify their involvement on the team. I
believe that Constantine and Lockwood’s (1999) UCD work, and my own agile
modeling methodology, clearly provide paths for UEX practitioners to do exactly
this. More on this can be found next

• Agilists are not specialists—this statement is partly true. McInerney and Maurer
(2005) point out that ASD methodologies prefer generalists, but what is truly
preferred are people who are generalizing specialists, who have one or more
specialties, a general knowledge of software development, and better yet at least
a general knowledge of the domain that they are working in (Ambler 2003b)

• User interfaces shouldn’t be refactored—user interfaces should not be refac-
tored because changing the UI architecture is unavoidably disruptive for end-
users. This ignores the facts that the UI platform changes over time—notice the
differences between Windows 95, 98, 2000, and Windows XP for example—and
that every new release of your system is very likely to have new UI function-
ality. The reality is that UI refactoring results in the slow, but safe, evolution
of the UI, thereby improving its design. Yes, the UI changes, hopefully for the
better, but the only people affected by the changes on a continual basis are those
actively involved in user testing. And when you stop to think about it, shouldn’t
developers act on the findings of usability testing efforts and thereby improve
the UI?

The ASD community equally suffers from debilitating misperceptions about the
UEX community:

• All you need is a good set of UI guidelines—that is a good start, but there is a
fair bit more to UEX than creating consistent UIs

• Working closely with stakeholders is good enough—that is also a good start,
but Jokela and Abrahamsson (2004) found that even a close and frequent cooper-
ation between developers and stakeholders does not ensure good usability at all.
They believe that, without explicit UEX practices added to agile methods, good
usability of the software would be more or less a coincidence resulting from the
intuition of the customer and/or the intuition of the developers

• UEX is just about UI design—UI design is clearly a part of UEX, but so is
understanding how your users will work with your system and what their goals
for using the system are so that you can build something that is usable by them.
This requires significant modeling and collaboration skills to accomplish

• UEX relies on comprehensive up-front modeling—although some people in
the UEX community want you to believe that, many others believe different
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4.4 Examining Agile Software Development

To understand how UEX techniques can be applied on ASD projects, we must first
understand how these projects work. The vast majority of ASD projects are teams of
less than ten people, are colocated, have direct access to stakeholders, have access
to inclusive modeling tools such as whiteboards and corkboards, have their own
development machines, and have access to the development tools that they require,
including testing tools. Having said that, some agile teams are very large (upwards to
several hundred people), some are dispersed geographically, and some do not always
have easy access to stakeholders (Eckstein 2004). Although most agile teams take
a test-driven development (TDD) approach (Astels 2003; Beck 2003), where they
write a unit test before writing just enough production code to fulfill that unit test,
they typically do not have access to UI testing tools. Furthermore, they rarely have
access to a usability lab, so in this respect, ASD is little different than traditional
development.

Of course, there is a bit more to ASD than being colocated and following the
values and principles of the Agile Alliance. To identify how UEX practices would
fit into ASD, you must also understand

• The agile software development lifecycle
• Modeling on an agile project
• User testing on an agile project

4.4.1 The Agile Software Development Lifecycle (SDLC)

Figure 4.1 depicts my rendition of a generic agile SDLC (Ambler 2006a), which
is comprised of four phases: Iteration 0, Development, End Game, and Production.
Although many agile developers may balk at the idea of phases, the fact is that it has
been recognized that processes such as XP, AUP, and MSF for Agile (which calls
phases tracks instead) do, in fact, have phases.

Let us consider each phase in turn:

• Iteration 0—the first week or so of an agile project is often referred to as Iter-
ation 0. The goal during this period is to initiate the project by garnering initial
support and funding for the project, actively working with stakeholders to ini-
tially model the scope of the system at a high-level, starting to build the team,
modeling an initial architecture for the system, and setting up the environment

• Development phase—during development iterations, agilists incrementally
deliver high-quality working software that meets the changing needs of stake-
holders. During a development iteration, ASD practitioners collaborate closely
with both stakeholders and other developers; implement functionality in the
priority order defined by stakeholders; analyze the requirements and design them
through model-storming on a just-in-time (JIT) basis; take a TDD approach
to development, which is effectively JIT-detailed design; ensure quality by
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Fig. 4.1 The Agile SDLC

following guidance, such as coding conventions and modeling-style guidelines;
ensure quality by refactoring application code and/or database schema as required
to ensure that they have the best design possible; and regularly deliver working
software (minimally, at the end of each development cycle/iteration there should
be a partial, working system to show people, and better yet to deploy into a pre-
production testing/QA sandbox for user and system testing). These development
activities are overviewed in Figure 4.2

• End Game phase—during the End Game iterations(s) agile practitioners transi-
tion the system into production. They do this by doing final testing of the system
(including both user and system testing); rework, because there is no value testing
the system if you do not plan to act on the defects that you find; finalization of
any system and user documentation; training of end-users, operations staff, and
support staff; and deployment of the system into production

• Production—the goal of this phase is to keep systems useful and productive after
they have been deployed in the user community. The fundamental goal is to keep
the system running and help users to use it

On the surface, the agile SDLC of Figure 4.1 looks very much like a traditional
SDLC, but when you dive deeper you quickly discover that this is not the case.
Because the agile SDLC is highly collaborative, iterative, and incremental, the roles
that people take are much more robust than on traditional projects. In the traditional
world, a business analyst created a requirements model that is handed off to an
architect, who creates design models that are handed off to a coder, who writes
programs that are handed off to a tester, and so on. On an agile project, developers
work closely with their stakeholders to understand their needs, they pair together to
implement and test their solution, and the solution is shown to the stakeholder for
quick feedback. Instead of specialists handing artifacts to one another, and thereby
injecting defects at every step along the way, agile developers are generalizing spe-
cialists with full lifecycle skills. More importantly, from an UEX point of view, they
take a very different approach to modeling and testing than do traditionalists.
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Fig. 4.2 Activities during a development iteration

4.4.2 Modeling on an Agile Project

ASD practitioners are very pragmatic when it comes to modeling. The AM method-
ology (Ambler 2002) describes in detail how agilists approach both modeling and
documentation. Figure 4.3 overviews the lifecycle of an AMDD approach to ASD—
an approach that originally grew out of the XP community but seems to capture the
essence of the modeling approach on agile projects in general. Each box in the
diagram represents a development activity. The initial modeling activity during Iter-
ation 0 includes two main subactivities—initial requirements modeling and initial
architecture modeling, which are done iteratively in parallel. The model-storming
and implementation activities potentially occur during any iteration, including Iter-
ation 0 (yes, the rumors are true—ASD practitioners will often implement working
software the very first week of a project). The time indicated in each box represents
the length of an average session. During development, for example, you’ll often
model-storm for a few minutes with a stakeholder to explore a requirement and then
code for several hours.

The initial modeling effort is typically performed during the first week of a
project. For short projects (perhaps several weeks in length), you may do this work
in the first few hours; and for long projects (perhaps on the order of twelve or more
months), you may decide to invest up to two weeks in this effort. There are two
aspects to the initial modeling effort:
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Fig. 4.3 The Agile model-driven development (AMDD) lifecycle

• Requirements modeling—you need to identify the high-level requirements, as
well as the scope of the current release. The goal is to get a good gut feel for what
the project is all about, and to do that you will likely need to create an initial usage
model to explore how users will work with your system (e.g., on a RUP/AUP
project, you would write point-form use cases, on an FDD project you would
identify major features, and on an XP team you would writing user stories), an
initial domain model that identifies fundamental business entity types and the
relationships between them (this is particularly true of FDD teams, although also
common on RUP/AUP teams), and perhaps a UI model overviewing navigation
within the system and perhaps even the initial layout of important screens/pages
and reports

• Architectural modeling—the goal of the initial architecture modeling effort is
to try to identify an architecture that has a good chance of working. Ninety-nine
percent of the time, ASD practitioners simply gather around a whiteboard and
create free-form diagrams as they discuss various architectural strategies

In later iterations, your initial models will evolve as you learn more, but during
Iteration 0 the goal is to get something that is just barely good enough get the team
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going. You do not need to model a lot of detail, and I cannot stress this enough—the
goal is to build a shared understanding, not to write detailed documentation.

During development iterations, the vast majority of modeling sessions involve a
few people, usually just two or three, who discuss an issue while sketching on paper
or a whiteboard. These model-storming sessions are typically impromptu events.
One project team member will ask another to model with them, typically lasting for
five to ten minutes (it is rare to model-storm for more than 30 minutes). The people
get together, gather around a shared modeling tool (e.g., the whiteboard), explore
the issue until they are satisfied that they understand it, and then they continue on
(often coding). Model-storming is JIT modeling—you identify an issue that you
need to resolve, you quickly grab a few teammates who can help you, the group
explores the issue, and then everyone continues on as before. Extreme programmers
(XPers) would call model-storming sessions, stand-up design sessions, or customer
Q&A sessions.

You will model-storm to analyze a requirement, and/or to design a solution to ful-
fill a requirement. For example, a user may tell you that the system you are building
must display a chart representing the bonus schedule for sales people. Together, you
create a sketch of what the screen will look like, drawing several examples until you
come to a common understanding of what needs to be built. Sketches such as this
are inclusive models, because you are using simple tools and modeling techniques,
thus enabling the AM practice of active stakeholder participation (ASP).

Model storming on a JIT basis works much better than trying to model every-
thing up front, and for several reasons. First, the requirements are going to change
throughout the project. Second, by waiting to analyze the JIT details, you have much
more domain knowledge than if you had done so at the beginning of a project.
For example, if a requirement is to be implemented three months into a project,
exploration of the details of that requirement at that point gives you three months
more domain knowledge than if you had done so at the beginning of the project.
Therefore, you can ask more intelligent questions. Third, if you have been delivering
working software on a regular basis, your stakeholders now have three months worth
of experience with the system and can give you better answers. Fourth, modeling
everything up front appears to result in significant wastage (Ambler 2006b).

Sometimes model-storming is not enough. Perhaps you need to model complex
requirements that require input from someone outside of your immediate team, or
perhaps you need to model a legacy asset thst can take a significant amount of time.
In other words, you may need to model a bit ahead of actually implementing a
requirement (Ambler 2006c). This is actually a rare occurrence, regardless of what
traditional modelers may hope for, but it does happen every so often.

All of this begs the question “how can UEX activities fit in to an agile project?”
The easy answer is that agilists need to adopt usage-oriented requirements artifacts,
such as personas and scenarios (Cooper 2004), abstract prototypes (Constantine and
Lockwood 1999), or even use cases. In fact, several agile methodologies have done
so, such as MSF for Agile, Agile Modeling, and the AUP, respectively. After this, it
is not so easy.

UEX practitioners can rail about the need for doing lots of design up front, but
that message falls on deaf ears within the agile community. The bottom line is that
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from an agile perspective, traditional UEX techniques are not very usable for them,
which is rather ironic when you stop and think about it. To make UEX techniques
usable to ASD practitioners, they must reflect the ASD lifecycle as depicted in Fig-
ures 4.1 through 4.3. Luckily, this can be accomplished by

• Doing some UI modeling up front—Constantine (2001) points out that you
need to establish 3 things: Overall organization for the parts of the UI that fits with
the structure of user tasks; a common scheme for navigation among all the parts; a
visual and interaction scheme that provides a consistent look-and-feel to support
user tasks. Yes, this takes some up-front work, but for the vast majority of systems
this could easily be accomplished during Iteration 0. Hodgetts (2005) found that
failing to consider some UI aspects across a wider range of features resulted
in expensive UI refactoring in later iterations, and that an incremental approach
focusing on breadth first and depth just in time seems to work for UEX. Desilets
(2005) also suggests that the UEX practitioner spends a small amount of time up
front to gain knowledge about user needs and that the UEX practitioner come up
with a rough sketch of the overall user interface to assist the development efforts

• Using modeling tools which reflect agile practices—for example, XP teams
prefer to work with index cards, not documents, and AUP teams prefer white-
board sketches. Luckily, paper and whiteboards are common tools with many
UEX practitioners. Desilets (2005) points out that some UEX methods favor the
use of lightweight, low-fidelity prototypes to allow quick iteration when gather-
ing user information. Although agile methods favor the development of a working
prototype that gradually evolves into the working system, you can easily combine
both approaches

• Modeling a bit ahead when appropriate—if you need to, explore important
aspects of the UI before you implement them. A C.C. Pace (2003) whitepa-
per points out that UEX practitioners just need to stay a few steps ahead of
development. Designers can first work with stakeholders to identify their needs,
translate those needs into effective user interfaces, and then pair with develop-
ers to implement them. This advice reflects the experience of Hodgetts (2005),
who found it difficult to conduct usability or user sessions and field studies
within the agile lifecycle. Conducting a user session often involves scheduling
specialized facilities that are in high demand, and making appointments with
the appropriate stakeholders. These realities pretty much force you to model a
bit ahead

• Doing UI development on a JIT basis the majority of the time—the UI is
important, but then again so are many other aspects of a system (such as the
network, the database design, and so on), and therefore the UI should be treated
differently only when appropriate. For example, Hodgetts (2005) found that when
the goal of design was limited to a single feature or a small set of features, the
teams found it effective to perform UEX activities as part of the development
of those features during the iteration. His teams found few visual design aspects
that could not be addressed within the current iteration, and found it very rare
to need to conduct any detailed UEX design activities of the iteration where the
features where being implemented. In short, you do not need to model ahead very
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often. McInerney and Maurer (2005) concur with this strategy, suggesting that UI
design focuses on a small piece of the application that progresses rapidly from
concept to code

• Adopt UEX-friendly requirements artifacts—as I pointed out earlier, some
agile methods such as AUP, DSDM, and MSF for Agile already do this. With
respect to FDD, Anderson (2001) suggests a requirements strategy that includes
UI views such as a screens, browser pages, and reports as well as features. This
same philosophy could be applied in XP, and frankly many XP teams already
capture the need to implement a UI view as a user story

4.4.3 User Testing on an Agile Project

For the sake of this chapter, user testing encompasses both acceptance testing and
usability testing. The agile community has embraced the importance of acceptance
testing, having built tools such as Fit (Mugridge & Cunningham 2005) to help
automate it. The automated tests will be run often—at least daily, if not several
times a day. Manual user testing, on the other hand, is typically done an iteration
behind. At the end of an iteration, many agile teams deploy the working system
into a QA/testing environment where user and system testing is performed. The
team continues on, developing version N + 1 of the system, while obtaining defect
reports pertaining to version N. As you can see in Figure 4.2, these defect reports
are treated just like any other requirement—they are estimated, prioritized, and put
on the requirements stack to be addressed at some point in the future.

Figure 4.2 indicates that usability testing is considered optional, and I have no
doubt that many UEX practitioners will find that frustrating. Agile teams are little
different from traditional teams in this respect—they very likely do not appreci-
ate the need for usability testing (or other UEX practices, for that matter). Cooper
(2004) underlines the importance of usability testing with his philosophy that “you
can expect what you inspect.” If you want usable software, then you are going to
have to test for usability.

Constantine (2001) indicates that true usability testing requires repeated testing
with numbers of users under controlled settings. Just like acceptance testing can be
done regularly throughout development, so can usability testing. On ASD projects,
usability testing should occur during the user-testing effort after each iteration,
assuming of course that someone on the team has those skills.

Meszaros and Aston (2006) describe their experiences adding usability testing to
agile projects by play-acting with paper-based UI prototypes. With this approach,
some members of the team act as the computer by displaying the paper proto-
types of screens and reports at the appropriate time. The users would play act
through scenarios, interacting with the computer to simulate how they would use
the system. Another member of the development team played the help system
and would describe what a button or field did when asked. Finally, other team
members observed what happened and recorded usability challenges as the sce-
narios progressed. The end result of this effort was that the team identified critical
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functionality that they originally thought was out of scope, they discovered that
they needed to deprioritize other functionality, and they identified several erroneous
assumptions.

4.5 A Call to Action

If the ASD and UEX communities are going to work together effectively, they need
to find a middle ground. I believe that such middle ground exists, but that both com-
munities need to adopt several changes in order to succeed. First, ASD professionals
must

• Learn UEX skills—Patton (2004) believes that developers should be trained in,
and adopt into their practices, UEX techniques. Similarly, Hodgetts (2005) sug-
gests that we foster a greater understanding of UEX practices across the entire
project team, enabling everyone to work more collaboratively and effectively

• Accept that usability is a critical quality factor—luckily, ASD practitioners are
quality-infected. They understand the importance of doing high-quality work and
have a proven track record of adopting techniques such as test-first programming,
code refactoring, and database refactoring. As Jokela and Abrahamsson (2004)
point out, the first step is for ASD practitioners to accept that good usability of
an end product can be ensured only by systematic usability engineering activities
during the development iterations. The second step is to adopt UEX techniques
that enable them to do so

• Adopt UI and usage style guidelines—developers must understand that not only
should their code follow common guidelines, so should their UIs. ASD practi-
tioners need to do more than adopt UI guidelines (Cooper 2004), but it would be
a very good start

Similarly, UEX practitioners must make some changes. They need to

• Go beyond UEX—I believe that many of the challenges experienced between
programmers and UEX practitioners in the past are due to overspecialization
of roles and hand-offs between people in those roles. ASD practitioners have
tightened the feedback loop on software projects, and thereby reduced both risk
and cost, by mostly abandoning the concept of building teams of specialists and
favoring teams of generalizing specialists instead. Although UEX practitioners
bring a critical skill set to a development team, they still need to learn a wider
range of skills to become truly effective

• Become embedded in ASD teams—McInerney and Maurer (2005) suggest that
UI design becomes more of a team effort, and my experience is that the best way
to do that is to include UEX practitioners on ASD teams. Lee (2006) concurs,
believing that we should “support collaboration between software engineers and
usability specialists by facilitating communication of design intent and rationale.”
Desilets (2005) also believes that UEX practitioners should become active par-
ticipants throughout the development effort, working in close collaboration with
developers. By embedding UEX practitioners on ASD teams, not only will this
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increase the chance that UEX issues are addressed, it will help to promote UEX
skills within the agile community because people pick up new skills from one
another as they collaborate

• Give ASD approaches a chance—Kent Beck suggested to Alan Cooper that
a week be invested at the beginning of a project to explore interaction issues,
although Cooper believed that was not sufficient (Nelson 2002). The easiest way
to find out who is right is to actually try it in practice

• Start looking beyond XP—I have said it before and I will say it again, there
is more to ASD than XP. Agile methodologies are flexible—they are not meant
to be used out of the box, but instead to be tailored to meet the exact situation
in which the project team finds itself. To address UEX concerns, you will very
likely find that you need to tailor some of the principles and practices of agile
modeling and/or the techniques of user-centered design into your base software
process

4.6 Potential Challenges

I would be remiss if I did not discuss the potential challenges faced trying to bring
UEX practices into the agile community. It is very easy to suggest that ASD practi-
tioners should take the time to learn UEX skills, and to adopt appropriate guidelines,
but the reality is that these skills are competing for attention along with other equally
important skills such as database design and modeling. To make matters worse, few
developer-oriented books cover UI/usability issues, and the few that do, such as The
Object Primer (Ambler 2004a), rarely seem to devote more than a chapter to it. I
fear that many ASD practitioners are not even aware of the issue.

Similarly, UEX practitioners receive mixed signals. Although I am calling for
them to become generalizing specialists, the industry still rewards specialization—
UEX specialists are paid very well, and most organizations expect them to focus on
doing that specific sort of work. ASD practitioners also suffer from this challenge.
Why take an introductory UI design course when you can take a Java programming
course that leads to certification and greater pay?

It is also easy to say that UEX professionals should be embedded into ASD
projects, but it only works when UEX professionals are available. Cooper (2004)
points out that few organizations have such people on staff, and worse yet,
believes that few organizations think in terms of interaction design as part of the
requirements-planning or project-planning process. Therefore, many organizations
may not see the need to hire anyone with these skills.

McInerney and Maurer (2005) raise an important issue with the collaborative
development approach preferred by ASD teams. The lack of UI design owner-
ship means that everyone wants to be involved with UI design, regardless of their
skill level, which can lead to design-by-committee. Although a common philosophy
throughout the agile community is that ASD practitioners should have the humility
to know their limits and the respect of others with the appropriate skills to address a
specific issue, it does not always work out that way—apparently, ASD practitioners
are still only human.
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The ASD and UEX communities are still miles apart, and although there is a
movement afoot to bring them together, I suspect it will prove to be a difficult
endeavor because it is hard to get the message out to the people who need to hear
it. For example, this chapter appears in a specialized book aimed at the usability
community and, as a result, few ASD practitioners are going to read it.

4.7 Summary

This chapter presented a coherent strategy for bringing UEX practices into ASD
projects. To accomplish this goal, UEX and ASD practitioners need to learn about
and respect each other’s philosophies and techniques, and then actively find ways to
work together. This requires both communities to make minor changes to the way
that they work, but if they choose to make these changes, I suspect that their work
products will be much better for it.

With an agile UEX approach, you will do high-level, very broad modeling at
the beginning of the agile project to address the majority of usability and UI issues
facing the team. You do not need a detailed answer—the details can come later, on
a JIT-basis during development—but you do need a strategy. During development,
UEX practitioners should be embedded within the development team, working on
UEX tasks when needed but also working with their teammates on non-UEX activ-
ities. Agile teams are made up of generalizing specialists with the ability to work
on a wide range of things, instead of narrowly focused specialists typically found
on traditional teams. User testing, including usability testing, is done throughout the
lifecycle—it is not left to the end of the project where it is invariably too late to act.

It is possible for UEX practitioners to make a valuable contribution on ASD
teams, and I suspect that there is a much greater chance of them succeeding as
compared to working with traditional teams. Up until this point, the UEX commu-
nity has had little success in their attempts to become an active part of mainstream
development teams, so it is time for a new approach. My suggestion is that UEX
practitioners should work closely with the agile inmates to try to get the prison
under reasonable control.
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Abstract Multimodal interfaces are becoming more common, even in the field of
safety critical interactive software, mainly due to the naturalness of the interaction
that increases the bandwidth between the user and the system they are interacting
with. However, the specificities of multimodal interactive systems make it difficult
to gather information from the use of modalities and to extract from this information
recommendations for improving the multimodal user interfaces. This chapter aims at
presenting how abstract information described in models can be fruitfully exploited
to improve the quality of evaluations of multimodal interfaces. The approach pre-
sented in this chapter combines model-based verification (based on simulation sce-
nario extraction generated from models) and empirical methods for usability evalu-
ation. Our aim is to try to bring together two separated (and often opposite) issues,
such as usability and reliability, into the development of safety critical systems. This
approach is illustrated via a Space Ground System of a satellite control room, whose
multimodal interaction technique is fully described by the means of formal models.

5.1 Introduction

Since the seminal work by Bolt (Bolt 1980) (Bolt & Herranz 1992), multimodal
interaction techniques are considered a promising way to increase communication
bandwidth between users and systems and to enhance user satisfaction and com-
fort by providing a more natural way of interacting with computer systems. Several
studies have shown that using two pointing devices in a normal graphical user inter-
face is a more efficient and understandable interaction than using basic mouse and
keyboard (Buxton & Meyers 1986; Kabbash, Buxton & Seller 1994; Zhai, Barton &
Selker,1997). In addition to subjective factors like comfort and satisfaction, increas-
ing communication bandwidth between users and systems can have a significant
impact on efficiency. For instance, the number of commands triggered by the users
within a given amount of time and the error rate—typically the number of slips or
mistakes made by the users (Reason 1990)—are influenced by the user interface and
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its interaction techniques. Besides, the complementary nature of modalities can be
used to reinforce and clarify the communication between the users and the system
(Oviatt 1999).

Nevertheless, multimodal interaction is not a panacea. Studies of Dillon and
colleagues (1990) and by Kjeldskov and Stage (2004) unsurprisingly revealed that
when multimodal interfaces are poorly designed they are neither better understood
nor more efficient than any other user interface offering more standard interaction
techniques. To determine the contribution of modalities to the user interaction, many
empirical studies have been carried out in terms of

• Showing how usability and user acceptance is influenced by new devices and
novel interaction techniques (Bowman, Gabbard & Hix 2002: Hinckley, Pausch,
Proffitt & Kassel 1998; Nedel, Freitas, Jacob & Pimenta 2003; Poupyrev,
Weghorst, Billinghurst & Ichikawa 1998)

• Showing that the perceived usability is impacted according to the kind of tasks
performed (Dybkjær, Bernsen & Minker 2004; Jöst, Haubler, Merdes & Malaka
2005) and according to the context of use (e.g., indoor x outdoor conditions,
mobile applications) (Baille & Schatz 2005)

• Trying to assess the accuracy of multimodal interaction for given tasks (Balbo,
Coutaz & Salber 2003; (Kaster, Pfeiffer & Bauckhage, 2003; Suhm, Myers &
Waibel 1999; Holzapfel, Nickler & Stiefelhagen 2004)

Some of these investigations show that low-level captured data (e.g., users’ events
such as mouse clicks and speech) and high-level users’ intentions (e.g., goals and
tasks) must be combined to determine the accuracy and the perceived usability. It
is noteworthy that many users prefer multimodal interaction and nonconventional
input devices despite a poorer performance (Kaster, Pfeiffer & Bauckhage 2003).
The multimodal dimension brings additional interesting issues to usability evalua-
tion methods. Indeed, each element involved in the design of the user interface can
have a huge impact on its usability. For instance, results of existing empirical studies
of multimodal applications revealed intricate problems concerning the assessment
of the usability of a multimodal interface with respect to several dimensions such
as usage and interpretation of modalities, individual user preferences for modality,
context-of-use, choice of input and output devices, and interaction techniques.

Despite the fact that all these issues increase the difficulty of evaluating mul-
timodal interfaces usability, these interfaces are becoming more common even in
the field of safety critical interactive software such as military (Bastide, Navarre,
Palanque, Schyn & Dragicevic 2004) and medical systems (Trevisan, Vanderdonckt,
Macq & Raftopoulous 2003). A safety-critical system is a system for which the cost
of a failure is significantly more important than the development costs. User error or
usability problems might have dramatic consequences, leading to loss of lives. This
kind of system requires thorough evaluation and testing to ensure both usability
and reliability. This chapter proposes a new approach that combines model-based
specification (typically used for the design of this kind of system) and empirical-
oriented methods for usability evaluation. The model-based approach relies on
formal description techniques and is used to support the assessment and usability
evaluation of the multimodal user interface. This combined approach addresses two
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main drawbacks of current practice in the field of usability evaluation of multimodal
systems:

• Lack of support for a complete understanding of the detailed behavior of the
system (both at the level of interaction and at the dialog level). This problem can
be overcome by appropriate modeling support, because it is illustrated hereafter
via A Case Study for a Space Ground System in a Satellite Control Room

• Poor integration of usability results into the whole development process. This
issue is discussed in the subsection Modifying Models to Accommodate Change

The next section briefly presents the state of the art in the field of usability evalu-
ation of multimodal interfaces. We then informally present a case study for a Space
Ground System used in satellite control room that is fully described by means of
the interactive cooperative objects (ICO) formal description technique (Dragicevic,
Navarre, Palanque, Schyn & Bastide 2004). This case study is used in the rest
of the paper as a concrete example of multimodal interaction techniques applied
to safety critical systems. We briefly describe the results of usability evaluation
for this application with two traditional methods (i.e., usability test and cognitive
walkthrough). We then present the shortcomings of these two traditional methods,
and show how model-based evaluation could support these methods and reduce
the identified limitations. This support is mainly provided through the generation
(from the formal models) of usability evaluation scenarios that are then used in
standard usability evaluation methods. The last section details the advantages and
lessons learned from model-based usability evaluation. We show how model-based
usability evaluation extends current usability evaluation practice (especially as far
as multimodal interfaces are concerned), as well as the limitations of this approach.

5.2 Usability Evaluation of Multimodal Systems

This section briefly presents the state-of-the-art in the field of usability evaluation
of multimodal interfaces. We first present the peculiarities of such interfaces and
then compare the approaches that have been designed for supporting their usability
evaluation.

5.2.1 Specificities of Multimodal Interactive Systems

Even though multimodality is usually associated with the possibility for the user to
use several input devices, multimodality concerns both input and output.

A specific aspect of multimodal user interfaces is that interaction techniques,
input/output devices, and sensory channels are closely related. Table 5.1 shows that
an interaction technique can involve one or more input devices or device combi-
nations. For example, for the ray-casting interaction technique, the synergistic use
of data glove and position trackers can replace a 3-D mouse as an input device.
On the other hand, a single device can be used in several interaction techniques.
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Table 5.1 Examples of input interaction techniques and devices

Sensory channels Interaction Techniques Input Devices

Acoustic Speech Computer microphone, Cell phone, handheld
Haptic Typing Keyboard, touch screen

Direct manipulation Mouse, 3D Mouse, touch screen, Panthon
Gesture interaction Mouse, 3D Mouse, Data glove, position trackers
Ray casting 3D Mouse, Data glove + position trackers

Visual Gaze interaction Video camera (eye tracking)
Optical tracker Video camera (optical markers)

For example, a touch screen can be used as an input device for several interaction
techniques such as typing (on a soft keyboard), direct manipulation, and gesture
interaction.

To assess the usability of a multimodal application, it is mandatory to evaluate
not only the user interface per se, but also to take into account the couple device-
interaction technique. In the same way that designing the multimodal user interface
requires the selection of the appropriate couple (device, interaction technique), the
evaluation has to address this issue even though in many multimodal user interfaces
redundancy (if made available) allows users to interact with the application in var-
ious ways to trigger the same command or to enter the same data. In such cases,
the couple (device, interaction technique) selected by the user might differ from one
user to another but also with the same user between two successive tasks or usages
of the application.

Another major issue of multimodal system concerns the fission and fusion of
modalities. This issue is addressed by the classification proposed by Coutaz, et al.
(1995), which includes one or more uses and interpretations (i.e., exclusive, concur-
rent, alternating, and synergistic) of both input and output modalities. As stated in
Coutaz, et al. (1995) on a multimodal user interface, input and output modalities can
be combined in four different ways (called the CARE properties): Complementar-
ily, Assignment, Redundancy, and Equivalence. CARE properties can therefore be
used to structure the usability evaluation of multimodal application, but because the
users will be able to choose any interaction technique available, usability evaluation
scenarios have to specifically address this issue.

Table 5.2 Examples of output interaction techniques and devices

Sensory Channels Interaction Techniques Output Devices

Acoustic Voice synthesis Voice synthesizer
Haptic Force feedback Panthon, Cybergrasp, Cyberforce
Visual Image display Computer screen, touch screen,

head-mounted display, stereo
glasses
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5.2.2 Usability Evaluation Methods (UEM) Used
for Multimodal Interfaces

As introduced before, it is a requirement for usability evaluation methods to take
into account the specificities of multimodal interfaces. This section presents various
UEMs that have been applied to and customized for multimodal user interfaces eval-
uation. Figure 5.1 structures this information in four main categories and provides a
summary of the most representative methods in each category.

Most of the usability studies for multimodal interfaces exploit some user testing
where users’ activity is observed and recorded, while users are performing pre-
defined tasks. User testing is a preferred strategy for evaluation as it allows the
investigation of how users adopt and interact with multimodal technology, providing
valuable information about both usability and user experience.

Several types of user testing have been conducted, both in usability laboratories
and in field studies, revealing user preferences for interaction modalities based on
factors such as acceptance in different social contexts—noisy and mobile environ-
ments (Jöst, Haubler, Merdes & Malaka 2005). In the following sections, we will
use a case study to show how user testing with log-file analysis and think-aloud
protocols can be customized to address the needs of MMI evaluation.

Evaluation based on inspection methods assumes that human factors experts
rely on ergonomic knowledge provided by guideline recommendations, or on-their-
own experience, to identify usability problems while inspecting the user interface.
Known methods belonging to this category include cognitive walkthrough (Lewis,
Polson & Wharton 1990: Polson, Lewis, Rieman, & Wharton 1992), formative

Usability Evaluation Methods

Inspection

User Testing

Inquiry

Cognitive walkthrough

Heuristic Evaluation

Guidelines Review

Thinking aloud protocol

Wizard of Oz

Log file analysis

Field observation

     Questionnaires (satisfaction, preferences, etc.)

Questionnaires (cognitive workload, Nasa TLX) 

Analytical Modelling

Model-based analysis

Fig. 5.1 An overview of evaluation methods
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evaluation and heuristic evaluation (Nielsen & Mack 1994), and benchmarking
approaches covering issues such as ISO 9241 usability recommendations or confor-
mance to guidelines (Bach & Scapin 2003). Inspection methods can be applied in
the early phases of the development process through analysis of mock-ups and pro-
totypes. The lack of available ergonomic knowledge might explain why inspection
methods have been less frequently employed with an exception in Bowman, Gab-
bard & Hix (2002). Knowledge is not only missing in terms of experts’ experience
for the design of multimodal systems, but also due to a lack of guidelines to cover all
potential modalities and modality combinations that might be encountered in mul-
timodal interfaces. Cognitive walkthroughs are designed to assess the achievement
of goals focusing on the goal structure of the interface rather than on interaction
techniques. We will show in the following sections how a cognitive walkthrough
can be used when evaluating a multimodal interface, and how this method must be
adapted to address the peculiarities of multimodal interfaces.

Questionnaires have been extensively employed to obtain qualitative feedback
from users (e.g., satisfaction, perceived utility of the system, and user prefer-
ences for modality) (Kaster, Pfeiffer & Bauckhage 2003) and cognitive workload
(especially using the NASA-TLX method) (Brewster, Wright & Edwards 1994;
Kjeldskov & Stage 2004; Trevisan, Nedel, Macq & Vanderdonckt 2006). Quite
often, questionnaires have been used in combination with user-testing techniques
as presented in (Jöst, Haubler, Merdes & Malaka 2005).

More recently, simulation and model-based checking of system specifications
have been used to predict usability problems such as unreachable states of the sys-
tems or conflict detection of events required for fusion. Paternò amd Santos (2006)
propose combining task models based on concur task tree (CTT) notation with mul-
tiple data sources (e.g., eye-tracking data, video records) to better understand the
user interaction.

5.3 A Case Study for a Space Ground System in a Satellite
Control Room

This section presents a case study for a Space Ground System application to be used
in satellite control rooms (Ould, et al. 2004). The case study exploits multimodal
interaction techniques for the manipulation of a 3-D representation of a DEMETER
satellite, which stands for Detection of Electro-Magnetic Emissions Transmitted
from Earthquake Regions. More information about this satellite’s functions and
missions can be found on http://smsc.cnes.fr/DEMETER/index.htm.

5.3.1 Informal Description of the Case Study

This application provides multimodal interaction techniques to a user in charge of
moving the point of view (we later call this navigating) in a 3-D model of a satellite.
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This navigation can be done either by rotating the 3-D model of the satellite directly,
using the mouse on the 3-D image, or using the two control panels presented in
Figure 5.2.

The control panel (b), entitled point de vue allows the user to manipulate the
current position of the point of view of the 3-D image using the set of buttons in the
top right hand side of Figure 5.2(b). The set of buttons in the Orientation subsection
allows one to rotate the satellite image in any direction. The set of buttons in the
Position subsection allows one to move the satellite image in any direction (up,
down, left, right, backward, and forward). The two list boxes on the left-hand side
present the list of components of the satellite and the list of categories the compo-
nents belong to, respectively. We do not present the other parts of the user interfaces
as they are related to functions beyond the scope of this paper.

In the initial state the satellite appears as presented in Figure 5.2(a). The main
task given to the user of this application is to locate one or several components
in the satellite. This task is not easy to perform because components are nested
and might not be visible (as they may be either behind or inside a component). To
support this task, the user interface makes it possible to set a transparency level for
the components’ appearance from partly to fully transparent by selecting a percent-
age. This transparency is set by means of the Transparence slider on the right-hand
side of Figure 5.2(c). The goal of the user is to locate components that are either
overheating or overconsuming energy. The selection of the range of temperature of
interest can be done using the range slider in the données section on the right-hand
side of Figure 5.2(c). This part of the user interface can also be used for selecting
the energy consumption. Figure 5.3 presents a snapshot of the 3-D satellite model,
including the temperature of the visible components.

In this application, multimodal interaction takes place both while using the button
pairs (changing the point of view of the 3-D model), and while interacting with the
range slider (selecting the temperature and the consumption).

Due to space constraints, we only present multimodal interaction on the button
pair here. The interested reader can see the formal specification of a similar multi-
modal range slider component in Dragicevic, Navarre, Palanque, Schyn & Bastide
(2004), and the formal specification of a virtual chess game in Navarre, et al. (2005).

The controller’s tasks are represented in Figure 5.4 using the CTT notation. We
only present here the tasks related to the management of functions that can be trig-
gered through multimodal interaction. The main goal of the controller is to monitor
the satellite. This goal is separated into three main tasks—monitoring temperature,
monitoring energy consumption, and locating physical components of the satellite
by moving its 3-D representation. It is important to see that the task model only
describes interaction at quite a high level because it is only describing what the
user is aiming at and not how to actually perform these tasks. Connection between
these high-level tasks and lower-level ones is done using the precise and complete
descriptions embedded in the system model. The next section shows precisely the
type of information embedded in the system model, as well as how this connection
is made.

Figure 5.5 shows an example of multimodal interaction for this application. On
this figure, the user is concurrently using three input devices—two mice and a
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a)

b) c)

Fig. 5.2 The 3-D representation of DEMETER satellite (a) and its two control panels (b and c)



104 R. Bernhaupt et al.

Fig. 5.3 3-D satellite model displaying the temperature of the visible components

speech recognition system. The speech recognition system only reacts to two dif-
ferent words: fast and slow. The interaction takes place in the following way—at
any time, the user can use any of the mice to press on the buttons that change the
point of view. In Figure 5.5, the button that moves the satellite image backwards
(with the additional label right mouse interaction on Figure 5.5) has been pressed
using the right mouse. Simultaneously, the left mouse is positioned on the button
moving the satellite image to the left. At that time, the image has already started
to move backwards, and as soon as the other button is pressed, the image moves
both backwards and to the left. The user is also able to increase or decrease the
movement speed by uttering the words fast and slow. In Figure 5.5, the word fast
has been pronounced and recognized by the speech recognition system (as shown
on the left-hand side of Figure 5.5). This action will reduce the time between two
movements of the image. Indeed, the image is not moved according to the number
of clicks on the buttons, but according to the time the buttons are kept pressed by
the user.

Describing such interaction techniques in a complete and unambiguous way is
one of the main issues to be solved, while specifying and developing multimodal
interactive systems. The next section presents how the ICO formalism is able to deal
with these issues. Additionally, it will show that the description above is incomplete

Fig. 5.4 CTT model of the tasks featuring multimodal interactions
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Left mouse interaction

Right mouse interaction

Disabled button

Speech
recognition
output

Fig. 5.5 One of the multimodal interactions in the application

and does not address (at an adequate level of detail) both timed and concurrent
behavior, at least when it comes to implementation issues. This point is critical
when usability evaluations are carried out. Indeed, to assess the comparative usabil-
ity of two or more multimodal interaction techniques, a precise definition of test
scenarios is required. This calls for tools and techniques that describe in a complete
and unambiguous way interaction techniques at a very low level of detail. Such a
technique is described in the next section.

5.4 Modeling of the Case Study

This section is devoted to the formal modeling of the multimodal interactive appli-
cation presented in the previous section. In this multimodal application, there is
no fusion engine, per se—the two mice are handled independently, and the speech
interaction affects movement speed regardless of what interaction is performed with
the mice.

The modeling is structured as represented in Figure 5.6. The right hand side of
the figure shows the user interacting with the input devices. As stated before, three
input devices are available. To configure this set of input devices, we use a dedicated
notation called Icon (Dragicevic & Fekete 2001). A more readable model of this

Button Pair

Continuous Move

Functional
Core

IV
Y

 b
us

 

ICON

 

Fig. 5.6 Software architecture of the multimodal interactive application
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Fig. 5.7 Input configuration using Icon. (Dragicevic & Fekete 2001)

configuration is represented in Figure 5.7. This Icon model is then connected to two
ICO models that are, in turn, connected via a communication bus called IVY to the
functional core gathering all the data about the DEMETER satellite.

The left-hand side of Figure 5.7 represents the three input devices connected to
software components. These components are represented as graphical bricks, and
connectors model the data flow between these bricks. For instance, it defines that
interaction with the mice will take place using the left button (but1 in the usbMouse
brick), and that the alternate button for the speech recognition system is the space
bar (Space label in the keyboard brick connected to the speechCmd brick). The
right-hand side of this figure (Figure 5.7) represents contact points with the other
models of the application. Because input configurations are not central to the scien-
tific contribution of this paper, we do not present in more detail how this modeling
works. More information about the system supporting the edition and execution of
models, the behavior of a model, and the connections to other models can be found
in (Navarre, Palanque, Dragicevic & Bastide 2006). Similarly, the functional core
and communication protocol between the functional core and the interaction models
are not presented.

The ICO model in Figure 5.8 represents the complete and unambiguous tem-
poral behavior of the speech-based interaction technique, as well as how speech
commands impact the temporal evolution of the graphical representation of the
3-D image of the satellite. Darker transitions are available according to the cur-
rent marking of the models. Taking into account the current marking of the model
of Figure 5.8 (one token in places delay, idle, and core), only three transitions
startMove_1, faster_, and slower_ are available. These transitions describe the
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Fig. 5.8 Model of the temporal evolution of movements driven by speech (ContinuousMove class
of Figure 5.6)

multimodal interaction technique available (i.e., how each input device can be used
to trigger actions on the system). Transitions faster_ and slower_ are triggered when
the user utters one of the two speech commands fast and slow. In the initial state,
these are available and will remain available until the upper limit or the lower limit
are reached (delay> 1000 for transition slower_ and delay< 100 for transition
faster, respectively).

Figure 5.9 presents the model of the second ICO class of the application. This
class is responsible for describing the behavior of each button pair. By button pair,
we mean the buttons that are performing opposite actions like (up, down), (left,
right) and (backward, forward). These three button pairs are represented on the right-
hand side of Figure 5.5. To model these incompatible behaviors, the ICO description
represents the fact that the user can press either the positive or negative button (e.g.,
up being the positive and down being the negative. Connection to the input device
(the mice) is done using the Icon model of Figure 5.7.

5.5 Evaluation of the Case Study

Hereafter, we present the usability evaluations that have been carried out on the
case study. Our aim with these evaluations is to describe how a formal descrip-
tion of multimodal interaction techniques can inform a traditional usability evalu-
ation method (UEM)-like usability test and cognitive walkthrough. This approach,
integrating both modeling techniques and usability evaluation, is hereafter called
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Fig. 5.9 Mutual exclusion of the pair of buttons for changing the point-of-view (ButtonPair Class
in Figure 5.6)

model-based evaluation. Before explaining how such an integrated approach works,
we present limitations of current UEM for addressing the specific issue of interac-
tion techniques evaluation.

5.5.1 Limitations of Usability Test and Cognitive Walkthrough

The goal of a usability test is to identify major usability problems within the inter-
face. While a common practice is to mainly use the most frequently performed tasks
(extracted from task analysis, for instance), in the field of safety-critical systems, it
is important to cover all (or most of) the possible interactions in which the user
might be involved. The explicit description of the interaction techniques in the for-
mal models makes it possible to identify not only the minimum number of scenarios
to be tested, but also to select the tasks that are to be focused on more rationally.
This selection can be done using analysis techniques on the models that will help
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designers identify complex or cumbersome behaviors1 that have been modelled and
might require more specific usability testing.

When testing multimodal interfaces, selection of scenarios reaches a higher level
of complexity due to the significant number of possible combinations of input
modalities, and also due to the fact that fusion engines usually involve quantitative
temporal evolution as shown in the ICO modeling of the case study. To test all (or
most) of these combinations, it is required to provide usability testing scenarios
at a much lower level of description than is usually done with systems featuring
more classic interaction techniques. Indeed, as for walk-up and use systems, the
interaction technique must be natural enough for the user to be able to discover
it while interacting with the system. In the field of safety-critical systems, train-
ing and practice are essential points to be taken into account in the evaluation of
the system.

Even though we need to address this issue of low-level scenarios, it is also
important to notice that usability testing is very different from software testing
(which is usually dealing with those low-level tests). The objective here is to test
the usability of the interaction technique and not its robustness or default-freeness,
as in classical software testing. Software testing of the user interface is starting to
get attention from software engineering, but current solutions only deal with basic
WIMP interfaces (Memon, Pollack & Soffa 2000). The issue of reliability testing
of multimodal interactive systems is also very important, but is beyond the scope of
this chapter.

Formal description techniques can help to identify pertinent low-level interaction
scenarios and thereby inform selection of tasks more appropriately. Of course, the
number of scenarios is likely to be infinite (especially due to the number of possible
combinations of uses of input devices) but the model can support the identification
of equivalence classes of scenarios (i.e., the ones that are leading to the same state
changes in the system model).

To illustrate the advantages and drawbacks of model-based evaluation applied to
evaluate our Space Ground system, we present hereafter respective outcomes that
we can obtain from both standard usability evaluation (i.e., user testing in usability
labs and cognitive walkthroughs) and model-based evaluation.

5.5.1.1 Standard Usability Evaluation

User testing is typically performed in a laboratory, as shown in Figure 5.10 (some-
times in the field), where users are asked to perform selected tasks. The users are
observed by camera, and they might be asked to talk aloud (also called elicitation
activity) while performing the task. A usability test typically begins with the users

1 Our goal is not to go into detail about the definition of a cumbersome or complex models, but the
modeling constructs used within a model can provide such information. For instance, in Palanque,
Bastide & Paterno (1997), we have shown (in the field of Air Traffic Control) that multiple uni-
fications on incoming arcs of a transition (which is not a frequent phenomenon in models) might
result in tasks that are hard to perform.
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Fig. 5.10 Example of
usability test in action

answering a prequestionnaire related to the domain of the software (e.g., use of
other related systems, experience with multimodal-interfaces, hours of training, etc).
Some tasks are then performed to ensure that the user is able to use the system. The
experimenter (or test leader) usually describes the task to the user verbally and also
hands over a printed version of the task.

To test the task on identifying overheated components within the satellite, a
description might be as follows:

“Please find all components of the satellite with a temperature between 3◦ C and 6◦ C and
position the 3-D in such a way that the component with the highest temperature is visible.
Whenever you think that you would stop this task because you feel it is too complicated,
please tell us.”

The maximum time to solve this task is defined. The task is finished when the
user successfully solves the task, when the user takes more than the maximum time
to solve the task, or when the users states that he would give up and requires some
help. Several rounds of usability testing are performed with different users. The
number of successful completions and the completion time are recorded. Tasks not
solved indicate usability problems, leading to further detailed investigations of the
problems.

Testing multimodal interactions usually requires an additional activity corre-
sponding to the presentation of input and output devices to the user. When complex
interaction techniques are considered (as in the current application) the presenta-
tion of the application to be tested with the user also requires a description of the
actual interaction technique. This description goes beyond the typical high-level
(task-based) scenarios promoted by usability testing methods (as presented in the
previous paragraphs).

5.5.1.2 Cognitive Walkthrough

Cognitive walkthroughs are rarely used in usability testing of multimodal user inter-
faces. Quite often, this method is employed in the early phase of the design process,
using paper prototypes. With minor adaptations, however, cognitive walkthrough
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can be successful employed to evaluate multimodal interaction. Following the
method presented in Lewis, Polson & Wharton (1990), the evaluators try to answer
the questions from the cognitive walkthrough evaluation form while conducting the
walkthrough:

• Description of the user’s immediate goal
• First/next atomic action user should take:

• Obvious that action is available? Why/Why not?
• Obvious that action is appropriate to goal? Why/Why not?

• How will user access description of action?

The adaptation needed to assess multimodal 3-D applications involves a careful
preparation of material used to test the learnability of systems. In the case of cog-
nitive walkthroughs, the learnability can be inferred according to the descriptions
provided by users for tasks, actions, and goals. We suggest using the real prototype
installed on a laptop, and giving all participants of the cognitive walkthrough the
ability to try the system before performing the cognitive walkthrough. During the
cognitive walkthrough, the user interface must be projected on the wall, and a paper
version with screen shots of the current task is also used.

Important when using the cognitive walkthrough in the evaluation of multimodal
interfaces is the adoption of guidelines to define the questions in the evaluation
form. We believe that the models of the interaction technique (made available in
the formal modeling phase) can support this selection of guidelines (as this will be
shown in the following section dedicated to model-based evaluation).

5.5.2 Model-based Evaluation

While usability evaluation methods are quite efficient for tracking structural usabil-
ity problems (based on ergonomic criteria or navigation problems in an application),
multimodal applications often present fine grain interaction techniques that are dif-
ficult to assess due to their intrinsically complex nature involving concurrent and
time-constrained behaviors.

For instance, the description of the temporal evolution presented in Section 5.4
“Modeling the Case Study” shows how complex low-level multimodal interaction
can be. When it comes to testing the usability of such behavior, providing a detailed
description of the behavior to the evaluators is required first, as well as the ability to
to modify such behavior if the results of the usability testing require doing so.

5.5.2.1 Low-Level Scenario Descriptions

Figure 5.11 is called a marking tree of a Petri net. It is made up of all the possible
sequences of action through a Petri net. When dealing with Petri net models of
interactive systems, it is quite common that the model is live (i.e., whatever state
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the system is in, there is always a transition, such as a user action, available in
the system). Such so-called properties of interactive systems have an impact on the
marking tree that is therefore infinite. While infinite trees are quite difficult to handle
when verification of such systems is considered, this is not a problem for usability
evaluation, because the task is to drive the usage (and evaluation) of the system, and
by definition the task is made up of a finite set of actions. Indeed, when the task is
terminated, the description of other sequences or possible interactions is not relevant
and thus can be ignored.

Figure 5.11 shows the set of interaction commands possible on the case study. It
explicitly shows which interaction techniques are available and when (for instance,
from the initial state of the application all actions on the input devices are allowed).
Normal circles represent user actions, while shaded ones represent system reactions
after a user action has occurred (as described in the key on the right-end corner
of Figure 5.11). Arrows connect these actions, making explicit all the possible
sequences of user actions on the input devices. To keep the diagram readable, only
a small part of the interaction space is represented. Indeed, only two releases of
buttons are represented (named “Button Forth Released” in the center and at the
bottom of the figure), while these actions are allowed from any system state (but
depending on the history of the interaction i.e. what the user has previously done).
Similarly the use of speech commands for increasing and reducing rendering speed
(see top left hand side of Figure 5.11) has only been presented from the initial state
but they are available from any state.

With respect to the Petri net model of Figure 5.8, it also makes explicit the link
between system reactions and user actions. It is, however, important to understand

Init

button 
Up 

down

Press 
button 
Left 

button 
Down 
Down

Press 
button 
Right 

Press 
button 
Back 

Press 
button 
Forth 

Fast

Slow

Speak « fast »

Current 
Speed

Reduce Speed
50 ms

Increase Speed
50 ms

Change 
3D

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
Pressed

...

...

...

...

...

Press 
button 
Left 

Press 
button 
Right 

Press 
button 
Back 

Press 
button 
Forth 

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Change 
3D

Button Kept 
pressed

Press 
button 
Back 

Press 
button 
Forth 

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Change 
3D

Button Kept 
pressed

Press 
button 
Back 

Press 
button 
Forth 

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

Button Kept 
pressed

...

...

Change 
3D

Change 
3D

Button
Forth 

Released

Button Forth 
Released

...

Fast User action

System reaction

Change 
3D

Change 
3D

Fig. 5.11 Interaction scenarios from Petri net in Figure 5.8
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that the interaction space represented in Figure 5.11 is generated from the Petri
net model of Figure 5.8 and is not supposed to be constructed manually. While the
model of Figure 5.8 is used at run time for driving the execution of the application, as
presented in Navarre, Palanque, Dragicevic & Bastide (2006), the interaction space
presented in Figure 5.11 is used for describing low-level scenarios. While the Petri
net provides an implicit representation of the state space (a given state for the system
is described by the distribution of tokens in the places of the net) the marking graph
provides an explicit representation of the states (one circle for each state). What is
also made explicit in that diagram is that the more the user uses buttons, the fewer
options are available. Indeed, the button currently used is not available, and neither is
the opposite one (i.e., if the Up button is pressed, neither Up or Down are available).
This is why the set of options available to the user reduces very quickly from the
quite important one in the initial state.

The main contribution of these interaction scenarios is to provide an explicit and
complete description of the set of interactions available for the user. This makes it
possible to test the usability of an interactive application not only at a high level,
such as tasks or goals (as shown with cognitive walkthrough, for instance), but also
at a lower level of detail. This makes it possible to test

• The interaction technique per se (i.e., how difficult it is to manipulate the input
devices for low-level tasks like pointing and selecting objects). In the case of
multimodal interactions, it is also possible to evaluate the difficulties for users to
combine input devices.

• The link between the interaction technique and task execution by making explicit
what kind of low-level action has to be executed in order to perform higher-level
tasks and reach goals.

• The complexity of the interaction technique so that users’ difficulties in interact-
ing with the application can be predicted. To get more figures about this complex-
ity, we need to apply our approach to several interaction techniques and to ana-
lyze correlations with the results from actual usability tests. We already partially
addressed these issues in the domain of Air Traffic Control (Palanque, Bastide
& Paterno 1997) and we are now carrying on with more complex interaction
techniques and different application domains.

• Other complex behaviors related to quantitative temporal behaviors (number
of milliseconds for the delays, for instance) can also be represented and thus
exploited during usability tests. Indeed, the interaction technique can embed
temporal behaviors like the one presented in the case study, and this can have
an impact on users’ performance. The explicit representation of these temporal
evolutions in the interaction technique models makes it possible to incorporate
such values while usability experts analyze the results of the usability tests.

Lastly, this explicit representation of low-level scenarios is useful for selecting
the scenarios that will be evaluated with the users, with the explicit purpose of eval-
uating comfort and cognitive workload induced by this kind of reduction of the
interaction space.
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5.5.2.2 Modifying Models to Accommodate Changes

The aim of usability evaluation is not only to identify usability problems in a user
interface, but is also to provide information to the designers to modify the system
and the user interface to reduce or remove the identified problems. Here again,
model-based approaches can be of great interest. According to the usability eval-
uation performed, we describe how some modifications can be incorporated in the
ICO model of Figure 5.8:

• Changing the value (increase or decrease) of time related to speech commands—
this can be done by changing the line delay = old + 50 in the transition slower_,
for instance, to another amount of increase

• Changing the maximum speed (increase or decrease) of 3D image rendering—
this can be done by changing the precondition in transition slower_ or faster_ to
another value than 1000 (maximum) and 100 (minimum)

Other complex behaviors relative to qualitative temporal behaviours can also be
represented and thus exploited during usability tests. For instance, as modeled in
Figure 5.8, all the input modalities are available at all times but another design
choice could have been to allow only the use of a maximum of two input modalities
at a time.

In Figure 5.12, we have added a test arc between place moving and transition
faster_. This means that the voice command fast will only have an effect if per-
formed while the 3-D representation of the satellite is currently modified using the
other input devices (the two mice).

Fig. 5.12 Modification of the availability of a speech command
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Such modification would have been made explicit to the users by means of the
scenarios extracted from the marking graph. This is an example of a modification
of a low-level interaction technique that would require usability testing to assess
its impact on the overall usability of the system. Similarly, some scenarios could
have been selected with the explicit purpose of evaluating comfort and cognitive
workload induced by this kind of reduction of the interaction space.

5.5.3 Standard UEMs and Model-based Evaluation

During the set-up of a usability test, the characteristics of multi-modal interaction
have to be taken into account (see Section 2.2.1. for an extensive discussion):

• Which pairs of (device, interaction technique) have to be tested?
• How can the user address the system using the various communication channels,

and which channel can be used in the various contexts (tasks)?
• What types of fission and fusion can be tested (especially in the case of safety-

critical systems)?
• How can the various dimensions affecting usability evaluation of MMIs be

addressed (usage and interpretation of modalities, individual user preferences,
context-of-use, and activities supported by the system, etc.)

When setting up a usability test for multi-modal interfaces, the selection of tasks
must be informed by the models. Tasks with high complexity in the low-level mul-
timodal interaction must be listed exhaustively. Up to now, this comprehensive list
has to be done by the expert describing the tasks to be evaluated. In addition, the
frequency of highly complex, low-level interactions has to be estimated, based on
the task models. In the case study, the number of synergistic usages of speech and
two mice has been counted. Based on this information, the tasks for the usability test
representing the low-level interaction are selected. High-level tasks are also selected
to conduct the usability test.

This way of selecting the tasks for the usability test helps represent all levels of
multi-modal interaction. Thus, the results of the usability test are more informative
and connected to the precise design of the system.

For the set-up of a cognitive walkthrough, the same information about low-level
interaction must be used to define the questions during the walkthrough. A result for
a specific question might be: “How many modalities can the user cope with, when
the user is doing a rotation of a satellite? How many speech commands can the user
remember, when he is using additionally two mice, and when he is in a stressed
situation?”

During the performance of the cognitive walkthrough, the fast adaptability for
the multi-modal interaction can be quite useful. For example, during the cognitive
walkthrough evaluating the rotation of the satellite using two mice and speech, the
idea comes up that an additional back command (speech) would have been helpful
to interact with the system. The model of this task can be quickly changed, and the
added command can be tested with respect to the learnability of the system.
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Model-based evaluation helps support standard usability evaluation methods to
overcome their reported weaknesses when testing multimodal interfaces. Provided
with the adequate tools for editing models and generated marking graphs, the above
descriptions might sound easy to follow. Of course, the method will only show its
benefits, when the method is carefully set up and conducted.

5.6 Advantages of the Approach and Lessons Learned

The main contribution of these interaction scenarios is to make an explicit and
complete description of the set of interactions available for the user. This makes
it possible to test the usability of an interactive application, not only at a high level
like tasks or goals, but also at a lower level of detail. This makes it possible to test

• The interaction technique per se (i.e., how difficult it is to manipulate the input
devices for low-level tasks like pointing and selecting objects). In the case of
multimodal interactions, it is also possible to evaluate the difficulties for users to
combine input devices.

• The link between the interaction technique and the tasks’ execution by making
explicit what kind of low-level actions have to be executed to perform higher-
level tasks and to reach goals.

• The complexity of the interaction technique that is needed to be able to predict
users’ difficulties in interacting with the application. To get more figures about
this complexity, we need to apply our approach to several interaction techniques
and analyze correlations with the results from actual usability tests. We already
partially addressed these issues in the domain of Air Traffic Control (Palanque,
Bastide & Paterno 1997) and we are now carrying on with more complex inter-
action techniques and different application domains.

Other complex behaviors relative to qualitative temporal behaviors (number of
milliseconds for the delays) can also be represented and thus exploited during
usability tests. Indeed, the interaction technique can embed temporal behaviors like
the one presented in the case study and this can have an impact on the users’ per-
formance. The explicit representation of these temporal evolutions in the interaction
technique models makes it possible to incorporate such intrinsic values while usabil-
ity experts analyze the results of the usability tests.

Lastly, this explicit representation of low-level scenarios is useful for selecting
which scenarios will be evaluated with the users. Indeed, in the field of safety-
critical systems, scenario identification is critical as some tasks can be performed
very rarely (such as setting a satellite to a survival mode or tasks involving very
low probability events like failures). Being able to detect potential difficulties for
the users from the analysis of the interaction models can fruitfully influence the way
usability tests will be performed.
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5.7 Conclusion and Perspectives

In this chapter, we have detailed the intricate problem of usability evaluation of
multimodal user interfaces, using a case study on safety-critical systems. Several
issues, such as low-level interaction, fusion and fission of events, and complex and
temporal behavior, make multimodal user interfaces difficult to evaluate. In partic-
ular, the notion of low-level interaction techniques can have a significant impact
on the results and thus the interpretation of usability test results. To overcome these
difficulties, we have presented a model-based approach for supporting the evaluation
of multimodal user interfaces.

Our approach is illustrated via a Space Ground System of satellite control rooms,
for which multimodal interaction techniques are fully described by the means of
models. More specifically, we have shown how formal models of dialog and low-
level interaction can support usability evaluation through systematic, rational, and
low-level scenario identification.

We are currently in the phase of performing such model-based evaluation on
a real ground segment information treatment system to assess the impact of multi-
modal interaction techniques on the ease of use and performance. The goal is also to
assess the impact of model-based evaluation with respect to more classical usability
evaluation techniques for multimodal systems.

The model-based evaluation can be easily conducted in combination with a
usability test or a cognitive walkthrough. We want to investigate further combina-
tions of model-based evaluation and other usability evaluation methods in the near
future.

It is important to note that we are not claiming that current practices in the field
of usability evaluation must involve model-based usability evaluation. Our claim is
that in the field of safety-critical interactive systems, and more specifically when
multimodal interaction is considered, model-based approaches can support specific
activities (like low-level testing scenarios and task identification) that could be oth-
erwise overlooked or not systematically considered. The benefit is higher in that
application domain because safety and reliability concerns already call for such
formal description techniques. Exploiting the models for usability also reduces the
higher development costs of these approaches.

References

Bach, C., & Scapin, D. (2003). Ergonomic criteria adapted to human virtual environment interac-
tion. In: Rauterberg, M., Menozzi, M. & Wesson, J. (eds.) IFIP conference on human-computer
interaction (INTERACT’2003) (pp. 880–883), Zurich, Switzerland. IOS Press.

Baille, L., & Schatz, R. (2005). Exploring Multimodality in the Laboratory and the Field. In
Lazzari, G. & Pianesi, P. (Eds.), ACM international conference on multimodal interfaces
(ICMI’2005) (pp. 100–107). New York: ACM Press.

Balbo, S., Coutaz, J., & Salber, D. (2003) Towards automatic evaluation of multimodal user inter-
faces. Intelligent User Interfaces, Knowledge-Based Systems, 6(4), pp. 267–274.



118 R. Bernhaupt et al.

Bastide, R., Navarre, D., Palanque, P., Schyn, A., & Dragicevic, P. (2004). Model-based approach
for real-time embedded multimodal systems in military aircrafts. In ACM International Con-
ference on Multimodal Interfaces (ICMI’2004). New York: ACM Press.

Bolt, R. A. (1980). Put-that-there: Voice and gesture at the graphics interface. In Proceedings of the
7th International Conference on Computer Graphics and Interactive Techniques (pp. 262–270),
Seattle, USA.

Bolt, R. E., & Herranz, E. (1992). Two-handed gesture in multi-modal natural dialog. In J. Mackin-
lay & M. Green (Eds.), Symposium on User Interface Software and Technology (UIST’92)
(pp. 7–14). New York: ACM Press.

Bowman, D., Gabbard, J., & Hix, D. (2002). A survey of usability evaluation in virtual environ-
ments: Classification and comparison of methods. Presence: Teleoperators and Virtual Envi-
ronments, 11(4), 404–424.

Brewster, S. A., Wright, P. C., & Edwards, A. D. N. (1994). The design and evaluation of an
auditory-enhanced scrollbar. In Proceedings of the SIGCHI conference on Human factors in
computing systems (CHI ’94) (pp. 173–179). New York: ACM Press.

Buxton, W., & Myers, B.A. (1986) A study in two-handed input. In: Mantei M., & Orbeton, P.
(Eds.), ACM Conference on Human Factors in Computing Systems (CHI’86) (pp. 321–326),
Boston, Massachusetts. ACM Press.

Coutaz, J., Nigay, L., Salber, D., Blandford, A., May, J., & Young, R. (1995). Four easy pieces
for assessing the usability of multimodal in interaction: the CARE Properties. In S. A. Arnesen
& S. Gilmore (Eds.), The IFIP Conference on Human-Computer Interaction (INTERACT’95)
(pp. 115–120). Lillehammer, Norway: Chapman & Hall.

Dillon, R.F., Edey, J.D., &Tombaugh, J.W. (1990). Measuring the true cost of command selection:
techniques and results. In J.C. Chew & J. Whiteside (Eds.), ACM Conference on Human Factors
in Computing Systems (CHI’90) (pp 19–25), Seattle, Washington. ACM Press.

Dragicevic P., & Fekete J-D. (2001). Input device selection and interaction configuration with
ICON. In A. Blandford, J. Vanderdonckt & P. Gray (Eds.), People and Computer XV – Interac-
tion without Frontiers: Joint Proceedings of HCI 2001 and IHM 2001 (pp. 448–543). London:
Springer.

Dragicevic, P., Navarre, D., Palanque, P., Schyn, A., & Bastide, R. (2004). Very-high-fidelity
prototyping for both presentation and dialogue parts of multimodal interactive systems. In:
DSVIS/EHCI 2004 Joint Conference 11th Workshop on Design Specification and Verification of
Interactive Systems and Engineering for HCI, Tremsbüttel Castle, Hamburg, Germany, Lecture
Notes in Computer Science n◦ 3425 (pp. 179–199).

Dybkjær, L., Bernsen, N. O., & Minker, W. (2004). New challenges in usability evalua-
tion – Beyond task-oriented spoken dialogue systems. In Proceedings of ICSLP, (vol. III)
(pp. 2261–2264).

Jöst, M., Haubler, J., Merdes, M., & Malaka, R. (2005). Multimodal interaction for pedes-
trians: an evaluation study. In J. Riedl, A. Jameson, D. Billsus & T. Lau (Eds.), ACM
International Conference on Intelligent User Interfaces (IUI’2005) (pp. 59–66), San Diego.
ACM Press.

Hinckley, K., Pausch, R., Proffitt, D., & Kassel, N. F. (1998). Two-handed virtual manipulation.
ACM Transactions on Computer-Human Interaction, 5(3), 260–302.

Holzapfel, H., Nickler, K., & Stiefelhagen, R. (2004) Implementation and evaluation of a
constraint-based multimodal fusion system for speech and 3D pointing gesture. In R. Sharma
& T. Darrell, T. (Eds.), ACM International Conference on Multimodal Interfaces (ICMI’2004)
(pp. 175–182). New York: ACM Press.

Kaster, T., Pfeiffer, M., & Bauckhage, C. (2003). Combining speech and haptics for intuitive and
efficient navigation through image database. In S. Oviatt (Ed.), ACM International Conference
on Multimodal interfaces (ICMI’2003) (pp. 180–187). New York: ACM Press.

Kabbash, P., Buxton, W., & Sellen, A. (1994). Two-handed input in a compound task. In C. Plaisant
(Ed.), ACM Conference on Human Factors in Computing System (CHI’94) (pp. 417–423),
Boston, Massachusetts. ACM Press.

Kjeldskov, J., & Stage, J. (2004). New techniques for usability evaluation of mobile systems. Inter-
national Journal on Human-Computer Studies, 60(5), 599–220.



5 Model-Based Evaluation 119

Lewis, C., Polson, P., & Wharton, R. (1990). Testing a walkthrough methodology for theory-based
design of walk-up-and-us interfaces. In J. C. Chew & J. Whiteside (Eds.), ACM Conference
on Human Factors in Computing Systems (CHI’90) (pp. 235–241), Seattle, Washington. ACM
Press.

Memon A., Pollack M., & Soffa M-L. (2000). Automated test oracles for GUIs. ACM SIGSOFT
Software Engineering Notes: Proceedings of the 8th ACM SIGSOFT International Symposium
on Foundations of Software Engineering: twenty-first century applications (SIGSOFT ’00/FSE-
8), Volume 25, Issue 6 (pp. 30–39). ACM Press.

Navarre D., Palanque P., Dragicevic P., & Bastide R. (2006). An approach integrating two comple-
mentary model-based environments for the construction of multimodal interactive applications.
Interacting with Computers, 18(5), 910–941.

Navarre, D., Palanque, P., Bastide, R., Schyn, A., Winckler, M., Nedel, L., & Freitas, C.M.D.S.
(2005). A formal description of multimodal interaction techniques for immersive virtual reality
applications. In M. F. Costabile & F. Paterno (Eds.), IFIP Conference on Human-Computer
Interaction (INTERACT’2005) (pp. 170–183). Berlin: Springer-Verlag.

Nedel, L., Freitas, C.M.D.S., Jacob, L., & Pimenta, M. (2003). Testing the use of egocentric
interactive techniques in immersive virtual environments. In: M. Rauterberg, M. Menozzi
& J. Wesson (Eds.), IFIP Conference on Human-Computer Interaction (INTERACT’2003)
(pp. 471–478), Zurich, Switzerland. IOS Press.

Nielsen, J., & Mack, R. (1994). Usability inspection methods. New York: Wiley.
Ould, M., Bastide, R., Navarre, D., Palanque, P., Rubio, F., & Schyn, A. (2004). Multimodal and 3D

graphic man-machine interfaces to improve operations. In Proceedings of Eighth International
Conference on Space Operations (pp. 435–450), Montréal, Canada.

Oviatt, S. (1999). Ten myths of multimodal interaction. Communications of the ACM, Vol. 42( 11),
74 –81.

Palanque, P., Bastide, R., & Paterno, F. (1997). Formal specification as a tool for objective assess-
ment of safety-critical interactive systems. In Proceedings of IFIP TC 13 INTERACT’97 con-
ference (pp. 323–330), Sydney, Australia, 14–18 July 1997. Chapman & Hall.

Paternò, F., & Santos, I. (2006). Designing and developing multi-user, multi-device web interfaces.
In G. Calvary & J. Vanderdonckt (Eds.), Conference on Computer-Aided Design of User Inter-
faces (CADUI2006). Dordrecht, the Netherlands: Kluwer Academics Publishers.

Poupyrev, I, Weghorst, S., Billinghurst, M., & Ichikawa, T. (1998). Egocentric object manipulation
in virtual environments: empirical evaluation of interaction techniques. In N. Ferreira & M.
Göbel (Eds.), Proceedings of Computer Graphics Forum (EUROGRAPHICS’98) (pp. 41–52).
Malden, MA: Blackwell Publishers.

Polson, P. G., Lewis, C., Rieman, J., & Wharton, C. (1992). Cognitive walkthroughs: A method
for theory-based evaluation of user interfaces. International Journal of Man-Machine Studies,
36(5), 741–773.

Reason J. (1990). Human Error. Cambridge University Press.
Suhm, B., Myers, B., & Waibel, A. (1999). Model-based and empirical evaluation of multimodal

interactive error correction. In M.E. Atwood (Eds.), ACM Conference on Human Factors in
Computing Systems (CHI’99) (pp. 584–591). New York: ACM Press.

Trevisan, D., Vanderdonckt, J., Macq, B., & Raftopoulous, C. (2003). Modeling interaction for
image-guided procedures. In Proceedings of International Conference on Medical Imaging
SPIE’2003 (pp. 108–118). San Diego: International Society for Optical Engineering (v. 5029).

Trevisan, D. G., Nedel, L. P., Macq, B., & Vanderdonckt, J. (2006). Detecting interaction variables
in a mixed reality system for maxillofacial-guided surgery. In: SBC Symposium on Virtual Real-
ity (SVR’2006) (pp. 39–50). Belém do Pará, Brazil: SBC Press.

Zhai, S., Barton, A.S., & Selker, T. (1997). Improving browsing performance: a study of four
input devices for scrolling and pointing tasks. In S. Howard, J. Hammond & G. Lindgaard
(Eds.), The IFIP Conference on Human-Computer Interaction (INTERACT’97) (pp. 286–292).
Sydney: Chapman & Hall.



Part II
Quality in Interaction



Chapter 6
Systems Usability – Promoting Core-Task
Oriented Work Practices

Paula Savioja and Leena Norros

VTT Technical Research Centre of Finland, Finland, e-mail: paula.savioja@vtt.fi

Abstract A new concept of systems usability is introduced. Systems usability pro-
vides a holistic activity-oriented perspective to evaluation of the appropriateness
of ICT–based smart tools. The concept has been developed in empirical studies
of work in complex industrial environments. The nuclear power plant domain is
used here to exemplify the systems usability concept and the method developed
for evaluating it. In the chapter, we first identify four practical challenges that the
current approaches in usability studies face: task analysis, data collection methods,
usability measures, and inferences concerning the interface. As a solution to tackle
these challenges we, then, introduce our concept of systems usability. To reach the
demands of systems usability, work tools must fulfill all three functions of tools:
the instrumental, psychological, and communicative. Because systems usability is
visible in practices of using the tools we, finally, demonstrate how the developed
method labeled contextual assessment of systems usability (CASU) is used for eval-
uating systems usability.

6.1 Introduction

This chapter introduces the concept of systems usability and gives both theoretical
and practical justification for it. The concept has been developed in conjunction
with empirical studies of work in complex industrial environments—primarily in
nuclear power production (e.g., Savioja & Norros 2004), but also ship maneuvering
(Nuutinen & Norros, in press) and anaesthesia (Norros & Klemola 2005). We have
found out that various software tools that people use in their work have, in addition
to the traditional usability attributes, other types of quality attributes that become
evident in usage situations. These attributes relate to how the tools function as a tool
and as a medium in the totality of an activity system. The tools are a constituent of
the system, and thus their quality has an effect on the functioning and development
of the whole system—hence, the name systems usability.

First we want to bring the readers to a situation in which the practical prob-
lem of measuring the user interface quality of a complex socio-technical system is
evident.

E. Law et al. (eds.), Maturing Usability. 123
C© Springer-Verlag London Limited 2008



124 P. Savioja, L. Norros

Three professional operators are present in a nuclear power plant (NPP) control room sim-
ulator. The turbine operator, the reactor operator, and the shift supervisor all sit calmly and
chat about the upcoming training period. The atmosphere within the crew is alert, as if
expecting something to happen soon.

The control room is packed with information about the NPP process. All four walls are
covered with panels that are filled with knobs, switches, and indicators. In the middle of
the room, there is a large console—the operators’ desk—which is also filled with switches
and indicators. On the desk, there are computer monitors presenting information in different
formats; there are trends, complex graphical illustrations, numerical information, and a list
of process events. The amount and variation of available process information in the con-
trol room is abundant. Two of the operators sit in front of the central console and monitor
the process information. The shift supervisor sits further back and is concentrating on the
process information available for him on his computer screen.

Suddenly, an alarm goes off and gives a signal of something abnormal having taken
place in the process. All the indicators start rolling and various color lights blink on the
desks and panels. The event list monitor is filled with lines of text, each indicating separate
process events. The first lines that appeared soon disappear as more process events take
place.

When the alarm goes off, the operators become visibly active and determined. Two
seconds after the first alarm sounds the turbine operator claims: “Main circulation valve is
jammed.” The supervisor gives a nod to the diagnosis and the operators dig out the right
procedures from the row of folders. The operators start reading the procedure. According to
the procedure, they perform safety-related process data checks while the automation system
is shutting down the plant. The operators monitor the functioning of the automation and thus
ensure that there are no other process failures to be attended to. The automation functions
correctly and the operators perform a few manual operations during the scenario.

The cooperation of the crew is well-organized and seems seamless. Both the operators
have the same procedure, and from the corner of their eye they can follow what the other
one is doing: which part of the process he is working on can be deduced by his physical
location in the room, and what exactly he is doing can be found out by combining the spatial
information with the information provided by the procedures.

In the above described situation, the whole chain of events takes place within
seconds. The external observer cannot even start to grasp the situation when the
highly skilled operators have already got the whole plant under control. After the
initial stabilization is carried out, the operators start using the procedure. Sometimes
almost all their observable behavior is determined by the procedure. The objectives
of process control—safety and efficiency—have been used as underlying principles
when creating the procedures, and the operators only have to follow what is written.

The meticulous operator activity is the result of years of professional training
(IAEA 2002). This means that for an outside observer (e.g., a usability expert), it is
very difficult to determine whether the interface, the computer screens, procedures,
and analog indicators are simply just very usable or the seemingly smooth activ-
ity is just the result of the extensive work experience and training. The tools are
such an integral part of the activity that their role in construction of the activity and
production of its outcome is hard to extract.

The question in the above described situation is: How should the researcher ana-
lyze and develop the usability of the user interface to the NPP process? How should
a usability test be conducted for a totally new interface?

This question has become interesting because almost all of the nuclear power
plants in the world are reaching an age in which the obsolescence of original
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technology and poor availability of spare parts are compelling the plants to renew
control room technology. Because the prevailing control room technology today is
digital, completely different from the original analogical technology used 30 years
ago, new information representations, symbols, and even operational concepts are
being developed for the nuclear industry. As such, these new interface solutions need
to be carefully evaluated because of the potential safety hazards of poor solutions.

But the evaluation of the new interface solutions is not simple. It is difficult to
even define the object of the analysis, because the user interface is actually the whole
control room, which is always used by more than one operator at the same time.
Considering the validity of the usability evaluation, it is not correct to only look at
one of the actors because in the real-life situation the activity of process control is
very much cooperative. The cooperation even crosses the boundaries of the control
room to the field operators and maintenance personnel. In addition, the operators
also have a role in the dissemination of information about process abnormalities to
the world outside the plant. The interface should provide support for all these tasks,
so even to begin the analysis by defining the boundaries is not a simple task for the
usability analyst.

The whole system of NPP process control can be described, as Vicente (1999)
characterizes complex sociotechnical systems (from now on we use the term com-
plex systems): they cover a large problem space, comprise possible hazards, are
social in nature, are distributed, and are constitutes of coupled interactions. All the
attributes lay requirements for the analysis of the usability of the control system
interface.

The quality of an interface can be evaluated for two separate purposes: first
to improve the design, and second to accept the design. Traditionally, interface
evaluation in safety critical domains has been approached with the latter ques-
tion in mind. There has been a need to investigate whether the proposed design
solution is good and safe enough to be used to control the dynamic process. In
this evaluation type, the research perspectives of human factors (HF) and cogni-
tive ergonomics (CE) have become prevalent. In these disciplines, the research
problem is formulated so that a controlled experiment can be conducted in which
different interface types represent independent variables. Human performance is
the dependent variable that is evaluated with various measures. The correlation
between certain interfaces and good human performance is recognized, and a
conclusion about the quality of the interface is drawn. While this approach is
valuable, we feel it does not give enough attention to user-system interaction.
The attributes of good interaction are not used in the experiment, and thus
input for creating new design ideas and hence answering the improvement needs
of the current design is limited.1 On the contrary, the usability approach has
always considered design improvement as motivation for the whole discipline.
But, for some reason usability evaluation has not fully succeeded in aiding the

1 This drawback has recently been identified within the communities, and new design-oriented tra-
ditions are currently emerging that focus on cognitive systems in context (see details in Hollnagel
2003).
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design of complex system interfaces. We feel that this is due to the current
methods’ inability to consider the complexity of the process control activity in the
evaluation.

The aim of this chapter to motivate and describe how the two above approaches
can be combined and extended to form a new type of holistic evaluation approach
for complex system interfaces. To evaluate the usability of a complex system inter-
face, the domain of use and construction of the activity in that domain need to be
profoundly understood.

We use the concepts of activity, core task, and practice to achieve this. In this
chapter, we will show how to define good practice in a given domain and describe
practical implementation of the concepts as a systems usability evaluation method.

6.2 Practical Challenges in Evaluating Usability

In this section, we discus the challenges and shortcomings of the prevailing usabil-
ity evaluation methods that we have encountered in user interface evaluation of
complex systems. The emphasis is on the parts of evaluation process that we feel
contribute most to the validity evaluation. The section is broken into four parts:
task analysis, data collection methods, usability measures, and inferences about the
interface.

6.2.1 Task Analysis

Usability evaluation starts with acquiring knowledge about the domain and context
for which the solution is designed. This is done to understand what kind of tasks the
application is supposed to support, and what kind of results the tasks are supposed
to produce—that is to say, when the task has been successfully conducted.

Typically in task analysis, the task is defined as a goal and the steps leading
to achieving it. The end result of the task analysis is a normative description of
what users do (or must do) in order to reach the goal. A normative task analysis as
described above gives an answer to the question: “What must the users do?” Another
similar way to conduct an analysis is descriptive: “What do the users actually do?”
(Vicente, 1999; Norros, 2004). While this approach is tempting for interaction
design purposes, we see two negative consequences in these types of task analysis.

The first problem relates to the fact that when task analysis is conducted in a
normative way, it takes the current way of carrying out the task using the tools
as a starting point. This means that task analysis cannot reach the functionality of
the new tool, nor the essence of the new task in which the tool will be used (see
task-artifact cycle in Carrol, 1991). While usability analysis with the normative task
analyses is seemingly straight forward and well-focused, the problem is that design
iterations end up polishing up the solution according to the predefined tasks, not
noticing that the tasks normally also change as a new tool is introduced into an
activity.
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The second problem relates to generalization of users’ activity based on such
an analysis: as the model of the task is sequential, and thus situation-specific, the
result of the analysis can only be generalized intuitively. In the end, the evalua-
tors cannot know how well the evaluation has covered the future use profile of the
new tool.

6.2.2 Data Collection Methods

Data collection methods determine what kind of information about the usage activity
is available for the researchers. In a usability test, the typical methods of gathering
user-system interaction data include observations, verbal protocols, software log-
ging, eye-tracking, and subjective evaluations (eg., Nielsen 1993). Each of these
methods is also important in evaluating complex system interfaces, but we have felt
that not even all of them together are able to give sufficient data to understand the
construction of usage activity in a complex context.

There are several characteristics of usage activity that cannot be revealed with
the above-mentioned methods.

First, the observation method typically concentrates on describing what is hap-
pening in the test situation. It cannot go deeply into why something is happening,
because the reasons for acting and the meaning of the individual’s behavior are, by
nature, not directly observable.

Often the explanations for the activity are searched for by going deeper into the
users’ minds (e.g., using eye-tracking methods or psycho-physiological measures).
While these methods can give interesting data about neural and physiological bases
of behavior (which may differentiate between interface solutions) they still do not
convey the personal sense that the observed actions have to the users, and thus can-
not explain why the user attended to some information and ignored the other.

One way to find the explanations for the activity is to use the so-called think
aloud method. This kind of reflection on action, however, is difficult to conduct in
a situation in which the dynamics of the process largely determine the pace in the
situation. This makes it very difficult to understand the users’ train of thought and
thus the reasons for their behavior.

In a detailed analysis of the videoed situation, it is possible to specify the oper-
ators’ communications, operations, and physical movements during the simulated
situation. Thus, maybe we can get close to where the possible usability problems
lie. For example, it is possible to see whether a particular piece of information is
difficult to interpret by the operators. But the data collected this way contributes
only to micro level (Hornbæk 2006) of usability.

Subjective evaluation interviews and questionnaires also pose a problem, because
the interfaces of complex sociotechnical systems are work tools, and users often
have years of experience with the existing system and interface. It is then very
difficult for them to have an opinion about particular detailed new features of the
new tool. To use subjective evaluation, methods in which the users can reflect their
experiences of interaction and future activity with the tool should be formulated.
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6.2.3 Usability Measures

The usability measures that are used in the test situation are a key issue whenever
a usability evaluation is conducted. The selection of measures is connected to task
analysis and the selection of data collection methods that were discussed in the
previous sections.

Because usability development has become an accepted practice in software, and
other appliance, development, the validity of the different metrics needs also to be
addressed. The development of the reliability of different methods and the fortifi-
cation of the methods’ technical feasibility are central motives for COST Action
294 (MAUSE 2006). As part of this Action, we have chosen to focus on analyzing
conceptual validity of the different usability measures. That is, that we are interested
in how well the evaluation covers the relevant phenomena concerning the usage
of the tools. To understand what is or is not meaningful phenomena, we need to
profoundly understand the role of tools in human activity.

ISO 9241 (ISO 1998) defines usability as effectiveness, efficiency, and satisfac-
tion within the usage situation. This definition of usability is also relevant when
studying complex sociotechnical systems. In addition, measures that reflect the fea-
tures of usage situations that are not directly observable, and are not evident in the
first time usage of the new tool, are needed.

6.2.4 Inferences Concerning the Interface

In a traditional usability evaluation, the outcome of the test is a prescriptive assess-
ment of the system and the output is a list of usability problems and possibly also
a set of correction proposals. The task description created in the beginning of the
evaluation is used as a reference.

This type of assessment of the usability of the interface reveals whether the new
tool can replace the existing one, but it does not tell how the new tool will shape
human activity and create new possibilities for acting. Thus the potentiality of the
new tool remains uncovered.

6.3 Theoretical Bases for the Concept of Systems Usability

The goal of this section is to answer the challenges described in the previous section
by theoretically describing what makes interfaces of complex systems usable (i.e.,
what systems usability is). In short, we can say that tools with systems usability
are such that they promote the development of good work performance. In order
to define what good work performance is, we introduce the concepts: activity, core
task, and practice. Our intention is to clarify and discuss some underlying method-
ological principles of the systems usability approach. The discussion is largely based
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on the theoretical work that has been accomplished over the years by the human
factors research team at Technical Research Centre of Finland (VTT) (Norros 2004;
Norros & Savioja 2005).

6.3.1 Functions of a Complex System User Interface

To adopt a well-founded conception of usability, it is necessary to conceive what
purposes the tools, in this case the user interface, serve in human activity. Here,
we exploit the conceptions of the cultural-historical theory of activity (Vygotsky
1978). In this theory, the distinction between two functions of artifacts—instrument
and psychological tool—has been made (Vygotsky 1978). Georg Rückriem (2003)
recently proposed that in the present age characterized by ICT technology it would
be fruitful, and even necessary, to relate the distinction of functions to ideas devel-
oped in media theory. A tool is a basic concept of the activity theory, and a medium is
a basic concept of the media theory. As a distinguished proponent of activity theory,
Rückriem takes a novel position by assuming that tools and media may be equated as
mediators in activity, and that meaning is not only appropriated in tool-using activity
but also communicated by the tools as media. As a consequence, he distinguishes
three functions of the tool medium instead of only two as is usual in the Vygotskian
approach.

The first function of the tool is its instrumental function. It refers to the capability
of the tool to cause an aimed effect or maintain a desired outcome. This function
addresses the issue of effective performance of the tool. The second function is the
psychological function of the tool. Vygotsky had the insight that tools and concepts
offer an external means for the human being to control his or her own behavior.
Via this function, reflection of own behavior also becomes possible. The third func-
tion of the tool and medium is its communicative function. The use of tools and
media creates a shared awareness within a team or community by communicating
the intentions and purposes of actions. In addition, communication of moral and
aesthetical values, taste, and so on, that are appreciated within the community is
included. The communicative function addresses issues of sense-making in action
and the meaning of action in a wider cultural and societal perspective.

Our conceptual framework is aimed for the evaluation of the usability of inter-
faces of complex systems. Nowadays, the interfaces are implemented with modern
information and communication technology. We make use of the definition of the
three functions and claim that a tool with high systems usability is able to fulfill all
these three functions of a tool in actions within an activity system.

A methodical challenge and possibility that we hereby create is to define how
these functions of the tool should be portrayed in the measures of usability. Hence,
we could propose that the instrumental function would relate to the aspects of
effectiveness and efficiency. The psychological function refers to the tool’s ability
to support human use. This means that humans can interpret the behavior of the
object and thus develop their own prehensility. It should also take into account the
characteristics that relate to the idea that tools shape human action and capabilities.
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Finally, the communicative function would require that artifact to be considered
from the point of view of its meaningfulness for the activity. The artifact should
support communication of the purposes and sharing of the values that contribute to
the maintenance and development of the work and activity. It appears that the above
conceptual aspects (possible measures) of systems usability have connections to the
existing breakdown of the usability concept or to some current new developments
in this research domain. It is, however, not our intention in this chapter to go deeper
into defining the usability concept itself. Instead, we intend to provide reasons for
systems usability as a new, more holistic, approach.

The prevalent methods to evaluate usability of an interface concentrate mainly on
the first function of tools—the instrumental function. Hence, they mainly focus on
measuring how effective and efficient the interaction is. Of course, subjective mea-
sures of satisfaction (and recently, experience) are also used, but we feel that neither
of these fully capture the other two functions described above. This is because the
subjective measures still focus on the individual preferences of the users in examin-
ing the interface. They only consider the interface as a technological object, not as
a tool in a meaningful practice.

To reach all the three functions in a usability evaluation, we need new concepts.
The first is the notion of practice.

6.3.2 Good Work Practice—A Sign of Good Tools

To capture all the three functions of the interface in usability evaluation, we have
to investigate how the interface is actually used in a particular activity. For this pur-
pose, we have found it useful to use the notion of practice. Drawing on MacIntyre’s
(1984) work, in practice we understand the individual’s or the crew’s learned way
of conducting the work, conceptualizing the object of work, apprehension of what
is intended in the work, and insight of what is a good way of utilizing available
resources and tools for the work. Practice is always socially founded and what is
valued as good work is shared in the community.

We use the concept of practice as an extension of the concept of action. Action
alone is implicitly used in usability evaluation due to the way of conducting the
task analysis in a normative manner. By using practice, the usability investigation is
not limited to considering intentional action as a planned way of using resources to
achieve a goal, but also as an adaptive and tacit way of coping with the constraints
of the work situation.

With reference to the above discussion of the functions of tools, we claim that
with the concept of practice it is possible to include the second and third functions
of tools in the evaluation.

While investigating the practice, the analysts are sensitive to the ways in which
tools are embedded into the structure and flow of activity. This reveals how well
the tool is fulfilling the second (psychological) function described in the previous
section.

The third function (communicative) of the tool, relates to how meaningful the
tool is in the particular work. The cultural meaning of the tools can also be identified



6 Systems Usability – Promoting Core-Task Oriented Work Practices 131

in the practices of the users. The practices convey to the analysts what is valued as
good work within the community (e.g., the operating crew or the whole plant). We
expect to find differences in the practices, which indicate differences in the logic
behind the usage of available information and comprehension of the message that
the interface conveys.

In analyzing practices, we separate two different types of performance-related
evaluation dimensions. They represent what Alasdair McIntyre named as the
internal good and external good of practice (MacIntyre 1984). According to his
formulation, the external good is an outcome-related definition of good perfor-
mance. It has a connection to our previous discussion of the action as portraying
human intentionality in an instrumental sense (the first function). Hence, indicators
that define this dimension shall describe the standards of excellence and measure
how well the outcome of activity is achieved. The dimension connects with the
effectiveness of the artifact.

The other evaluation dimension may be related to the concept of internal good
practice (MacIntyre 1984). It reflects features of performance that the members of
a particular community of practice value as good, and as an actualization of the
professional ethos of the persons and the community. This assessment dimension
has connections to the embodied intentionality of action, in reference to which tun-
ing to the environment provides an appropriate relationship with the environment.
We see that this dimension becomes evident in adaptability of practice and attentive
presence in a situation. This assessment dimension is especially relevant with regard
to fitness for human use and meaningfulness of the artifact.

Referencing the above discussion, it becomes evident that the systemic quality
of a complex system interface can be evaluated through studying the quality of the
practices it enables and promotes. The problem that arises then is to define what
good practice is in a given domain. To value different practices, understanding of
the context of practice is essential. Something that is good practice in one domain
might not be in another. For the analysis of the context, we again need new concepts.
In the next section, we introduce the model of an activity system and how it is used
to define the core task of a particular work.

6.3.3 Activity System in Defining the Core Task

The above leads us to realize that, while in many cases human action may be
described as instrumentally oriented behavior intending to reach a defined internally
maintained goal or plan, it is also governed by another type of dynamic principle.
Hence, action may be seen to be focused on the environment in the form of an
absorbed coping that, according to the proponents of phenomenology is understood
as a primary, embodied form of intentionality (Dreyfus 2001). In this line of thought,
the interest is in the forms of adaptation and reaching of a state of equilibrium that
is appropriate with regard to the situation in the particular domain. Pursued adapt-
ability of practice is such that it takes situational constraints into consideration and
judges them with regard to the global constraints and purpose of the domain and
activity (i.e., the practice must be contextually defined).
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In our considerations of the context of practice, we have started with the notion
of an activity system (Engeström 1987). An activity system consists of its histor-
ical constituents—subject, object, and community—that are organized to produce
an outcome (the inner triangle in Figure 6.1). The relationships between subject,
object, and community are mediated. The tools mediate the relationship between
the subject and the object, rules and norms of the relationship between subject
and community and the division of labor in the relationship between community
and object. The socio-cultural evolution of human conduct is characterized by an
increasing stratification and diversification of these mediations. Also, the relation-
ships include tensions that become overt in various disturbances and problems in the
system. One activity system is connected by each of its elements to its surrounding
activity systems. Tensions in the system create pressure for change, which itself also
is anything but a straightforward process. It is important for the notion of an activity
system that it is approached as a dynamic and changing entity that has a history, and
that the development of which may take different trajectories.

As mentioned, an activity system is arrayed around an object to produce an
outcome (i.e., the outcome is the central determinant for what elements should be
included in the organization). Drawing on Järvilehto (1998), we see that the out-
come of the system takes many forms. We can call them material and immaterial
to make the distinction. The material outcome is, for example, the electricity that
a power plant produces. The immaterial product is the potential for new activity
that the material outcome provides—for example, the development and evolution of
the activity system itself. In the example of electricity production, the immaterial
outcomes might be the development ideas with which the production process can be
made more efficient or safe and also the development potential that availability of
electricity provides in society. Without the immaterial outcomes, the activity system
cannot advance or grow and will slowly decay or become obsolete. Yet, it is not rare

Outcome:
electricity

Mediating artefacts:
The control system

Subject:
The operator

CommunityRules, norms 

and values

Division of labour 

Object:
The nuclear process

Fig. 6.1 Activity system (modified from Engeström 1999) describing NPP process control
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that the immaterial part of the outcome is neglected in the management of organi-
zations due to the difficulty of creating indicators and criteria for measuring it. The
articulation of two aspects of outcome facilitates the definition of the purposes of
activity and their possible sense for the users, and the content to be communicated.

The model of an activity system must be completed with the analysis of the
physical domain (Rasmussen 1986: Vicente 1999) in which it is embedded. That
means, for example, that in analyzing NPP process control, we need to understand
the physical laws governing the energy production process. This is essential because
the functionality of the physical process describes the possibilities and constraints
within which successful energy production is possible. This is the meaning of the
whole activity.

By using the activity system model and the functional model of physical domain,
we can define the users’ task in a new systemic way. This is called the core task.
The core task is the essential content of a particular work that is determined by the
constituents of the activity system and the functionalities of the physical domain.
The demands of the core task must be maintained in all situations because the phys-
ical laws for their part remain the same from one situation to another. Good practice
takes into account the general functions of the domain but also their situational
embodiments. Thus, work practice can be valued with regard to its orientation to
the core task.

By exploiting the concept of the activity system and functional models of the
domain in the elaboration of the systems usability approach, we aim to fulfill an
important methodological requirement: the approach is contextual and thus provides
a consistent and theoretically founded way to define the circumstances in which the
artifact is used. The definition of the context is not restricted to the actual perceivable
situation, as is often the case in scenario-based techniques. Instead, it also enables an
analysis of the invisible societal and historical content of the activity, which the users
may take into account according to different logics (Eskola 1999). These logics
reflect the differences in work practices and the personal sense that work makes.

6.3.4 Systems Usability of Work Tools

To conclude the theoretical considerations for systems usability concept, we reca-
pitulate the message of this section.

To reach the demands of systems usability, work tools must fulfill all the three
functions of tools: the instrumental, psychological, and communicative. Thus, sys-
tems usability of tools means that tools are such that they can communicate the
relevant content to users in a meaningful visual or multimodal representation, in
addition to being good instruments and cognitive tools.

Good systems usability is visible in the users’ work performance because systems
usability promotes the construction and development of work practices. Good work
practices are such that, in addition to producing good directly measurable results,
they are oriented to the core task. The core task is defined by the context and objec-
tives of the activity.
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6.4 How to Evaluate Systems Usability

In the case of complex sociotechnical systems, the usability evaluation can be
extended to cover the activity level of system usage adopting the contextual assess-
ment of systems usability (CASU) method. We will first introduce the overall evalu-
ation process and then some of the individual methods developed.

6.4.1 The Evaluation Process

We have developed a method that, in practice, implements theoretical concepts
introduced above to usability evaluation. The CASU method has been used in stud-
ies of nuclear power plant control room modifications.

The essence of the CASU method is depicted below (Figure 6.2). It consists of
four separate phases. In Figure 6.2, the colored boxes denote research activities and
the white boxes are the outcomes of the activity. The first phase—the modeling
phase—outlines the basis for the evaluation by producing a reference. In here, it
is stated what good process control activity in a given operational situation is. The
modeling phase includes task analysis, but it is called modeling because the output
is a model of the task demands. The important outputs of the modeling phase are
the measures and criteria used in the control room evaluation.
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The second phase is the data collection phase, in which the actual simulator
run is observed and the video and the interview data are collected. In the CASU
methodology, the data collection methods vary from observation of activity and
questionnaires to a few types of interviews. Data collection can be carried out either
in a simulator or in a normal work situation.

The third phase is the analysis phase. Analysis aims at taking different perspec-
tives to the collected data. First, the observation data is analyzed from a chronolog-
ical point of view. What happened in the scenario and when are examined. This is
combined to process a performance analysis. From trends and logs, we can see how
the process behaved and whether the main parameters remained within acceptable
boundaries. In the analysis of practices, we look at the crew’s practice of process
control. This is done based on both the observable behavior and the justifications
the crew gave for their own actions. In interaction analysis, the human-system inter-
action is observed on a detailed level. The experienced appropriateness is analyzed
based on the interview data.

The evaluation ends with the assessment of the interface. The assessment is made
by combining three points of view: process measures, the tools’ ability to promote
appropriate work practices, and interface quality.

In Sections 6.4.2–6.4.5, we describe the methodical extensions to usability eval-
uation phases (commented in Section 6.2 of this chapter) that we have adopted.

6.4.2 Task Analysis—Functional Way

To extract the systems usability of a work tool, the basis of evaluation—the
task analysis—should be conducted on a functional level. This is done to fully
understand the activity and the requirements it poses to new tools and their
interfaces.

Using the concepts of cultural-historical theory of activity (eg., Engeström, Miet-
tinen, & Punamäki 1999) the prevailing task analysis methods are carried out on the
level of operations and actions. These levels do not give enough information about
the whole system of activity. They do not answer to questions: “Why do people
act?”, “What is meaningful activity in this domain?”, and “How do people do what
they do?”

The activity level can be reached by conducting the analysis from a functional
perspective. It means that the task is analyzed from the point of view of the objec-
tives of the activity. Instead of describing “what users do,” functional task analysis
describes “why they do what they do” by explicating the objectives of activity. The
objectives have societal foundations and in one activity there are typically many con-
tradictory objectives. In the NPP-case, for example, the objectives might be maximal
electricity production and minimal radiation to the environment. The functions and
subfunctions that fulfill the objectives construct the hierarchical functional model
of the task (Figure 6.3). The functional models of the work (generic and situation-
specific) explicate the possible reasons for action.
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Fig. 6.3 Functional task model for NPP process. On the objectives level, there are the objectives
of the activity, and on the subobjectives level there are the functional subobjectives that fulfill the
objectives. On the systems level, there are the systems that enable the fulfillment of the objectives

By comparing possible reasons with those that people actually give (i.e., effective
reasons for certain behaviors), we can develop behavioral markers to describe how
people act. As a result, differences in work practices can be articulated.

Thus, we claim that task analysis needs to be conducted on the level of activity,
in addition to actions and operations. Without the activity level of task analysis, the
significance of particular actions or operations is difficult to comprehend, and thus
the tools’ suitability for the practice cannot be evaluated.

As a complement to the task model depicted in Figure 6.3, the scenarios to be
used in evaluation also need to be modeled in similar fashion. In functional situation
models (FSM), the general task model is given a situational form. An example of an
FSM is portrayed in Figure 6.4.

Another side of the task analysis is the model of the core task (Figure 6.5). In this
model, the task is looked at, not only from the domain perspective, but also from the
individual user’s perspective. We want to identify the work practices with which the
users cope with the functions of the domain.

The aim of functional task analysis is to understand the reasons for users’ actions
that relate to the functionality of the object and thus define what good practice in
particular domains, and in a particular situation, is. With the aid of functional task
models, the measures to be used in the evaluation can be elicited.

6.4.3 Data Collection—Justification of Own Actions

With the prevailing data collection methods, it is hard to acquire information about
why people interact the way they do with the tool being tested. What is the meaning
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Turbine power Neutron flux

Fig. 6.4 Part of a functional situation model. The general functions are depicted with dotted lines.
The situational events (in light gray) give meaning to the functions and describe the users’ reasons
for actions. Users’ actions are depicted with white boxes
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Fig. 6.5 Core task model of NPP process control. The NPP process is dynamic, complex, and
uncertain. This lays demands on operators’ skills, collaboration, and knowledge, which are in the
picture elaborated further
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of the interaction? The complexity of the control system makes the chain of deduc-
tion unreliable. To understand the construction of the activity with the new tool, it is
necessary to also gather users’ justifications and reasoning about their own activity.
So, in addition to the usual data collection methods in evaluating an interface, we
interview the users about the interaction with the tool. This is a way to understand
how the activity is constructed and what part the interface plays in the construction.
We also want to know how the users take into account the functions of the domain
(task model) and their situational manifestations (FSM).

We have implemented this data collection method with so-called stimulated pro-
cess tracing interviews in which the operators recall the passed scenario from four
points of view:

1. What happened in the process during the scenario (e.g,. one process event at a
time)?

2. How was each event detected (e.g., interface, procedure, other operators, etc.—to
understand how the interface was utilized in the activity)?

3. What was the impact of the event on the overall process (to understand whether
the meaning was communicated by the interface)?

4. What actions were taken and how (to assess whether the right actions were
afforded)?

While recalling and constructing the scenario, the operators simultaneously
reflect about their behavior and the reasons for it. At the same time, they also reveal
how they were able to use the interface in the scenario and how useful it was to them.
In the process of justification and reasoning about their own behavior, the users
reveal the meaning of the information provided to them and the work practices they
used to cope with the task demands. During the interview process, we formulate
a spreadsheet (Figure 6.6) that represents the crews’ shared understanding of the
simulator run. In the assessment phase, the table is compared to the situation models
to assess the practice of the crew.

6.4.4 Measures—External and Internal Good of Practice

We see that most of the usability measures used in usability evaluation often relate
to the outcome of the interaction and the success of task completion. These are

Fig. 6.6 Part of an
information table constructed
in stimulated process tracing
interview
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measures that can be used without considering the particular content of activity in
that specific scenario. The establishment of internal good practice measures, on the
other hand, requires an understanding of what good practice in the chosen scenario
is. Internal quality of activity can only be defined within the practice.

Examples of external and internal measures of practice are as follows. It is often
important that the users are aware of the exact process state (i.e., some particular
process parameter values). As an external measure, we could then use standard
situation awareness (SA) measurements (Endsley 1995): stop the simulation and
ask the user many different process parameter values, both relevant and irrelevant
in the situation, and assess the users’ SA by the amount of correct answers. If an
internal performance measure was considered, the measurement process would be
constructed in such a way that the user was asked what is happening in the situation,
how s/he knows it, what the critical information is about the situation, and how s/he
is going to proceed from now on. The answers from the user would then be given a
rating by a (group of) process expert(s) who can evaluate the different work practices
in the situation.

We claim that it is important to evaluate both the internal and external quality
of work practices. There are several reasons. With complex systems, it is common
that the outcome-related measures do not differentiate between different users or
interfaces—all users are experts and their differences are not observable in the out-
come (e.g., task completion time). But instead, there are differences in the way of
reaching the outcome. When comparing two different interfaces, for example, one of
the interfaces might provide more functional level information to the operators and
the operators are able to take into consideration the interrelations of the functions.
This might be observed in their decision-making process, but not directly in the
outcome. We can claim that the process of reaching the outcome is just as important
because it is something that the operators carry on (as work practice) to the next
situation and their daily work.

The advantage of using internal performance measures is that conclusions about
the usability of the tool can also be made by analyzing normal activity, because we
infer usability based on the work practices which stay the same in different kinds
of situations. Thus, severe disturbance scenarios are not needed for evaluation pur-
poses. This adds some realism, as severe accidents are not very common in real life.

6.4.5 Assessment—Development Potential of the System

In the assessment of the usability of the interface, the results of the analyses are
formulated. The models created in the first phase of the evaluation process are com-
pared to the empirical data collected in the test situation. For example, we want
to see that the result tables of operators’ stimulated interviews resemble functional
situation models. That then means that relevant information has been mediated to
the users and they have been able to take correct actions.

One aim of the assessment is to realize the development potential that the activity
system has. The new interface might not be completely usable right away, but it is
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possible to recognize that some features have the developmental potential to carry
the whole activity to a new level. In this, we take advantage of Vygotsky’s (1978)
notion of zone of proximal development (ZPD). We see that the users maintain a cur-
rent work practice that has a certain ZPD. ZPD is the gap between their current level
of development and their potential level of development. New tools (with systems
usability) are such that they have the potential to help the users realize the ZPD,
overcome this gap, learn new practices, and thus promote the development of the
whole activity system.

The assessment is based on all the different data collected in the empirical phase,
but in this chapter we have emphasized only the data sets and analyses that provide
the systemic activity level extensions to usability evaluation.

6.5 Discussion

In this chapter, we have introduced the concept of systems usability and its rela-
tion to the usability evaluation of interfaces of complex sociotechnical systems. The
purpose of introducing the concept of systems usability is not to give another defini-
tion of usability, but to develop a conceptual tool to help in understanding complex
activity and evaluating the quality of complex system interfaces in a holistic way.

The concept of systems usability has evolved from the practical need to under-
stand use of complex system interfaces more thoroughly. This is needed to give
better improvement suggestions to designers, but also just to understand what con-
textually good design is in the first place. The extension has been systemic because
we see that the underlying notion of human conduct needs to be systemic, too. We
feel that with systemic examination of tools in activity contexts, it is possible to
develop quality in interaction with which the quality of software also evolves. Qual-
ity in value is related to the societal meaning of activity that is always present when
the activity system approach is used.

Similar goals to broaden the concept of usability have been brought up by other
researchers as well. John Long (1996) discussed the importance of HCI-design
being based on an understanding of domain-related goals and the work processes
within the domain back in the mid-nineties. In his model, the work system is con-
structed of two separate subsystems—the human and the computer. In our theo-
retical contemplation, we have started treating the two as one individual system
because the human becomes a vital constituent of the system by actively affect-
ing the computer (the process in the end, in process control domains). With this
approach, we anticipate the need to analyze embedded and ambient systems. In
these new concepts, the borders between environment, the tools, and the human
must be reconsidered.

Recently, the concept of new usability was discussed, for example, in a spe-
cial issue of ACM Transactions of Computer-Human Interaction (Thomas 2002).
Although the new usability is concentrated more on consumer appliances and their
development, it has some similarities with our notion of systems usability because it
takes a developmental view to the usage activity. We share the view that the question
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is not only the out of the box usability of the first-time product usage, but of a
longer process in which the usage activity also evolves and adapts as new possi-
bilities emerge and old ones become obsolete. Especially in work environments, it
is important to take into consideration users’ learning and the development of their
professional skills. A good design enables this development and is not suited to the
activity only on the level of individual tasks.

Similar goals of development for the concept of usability can be interpreted
in Hornbæk’s (2006) conclusions, after the review of current ways of evaluating
usability. He proposes that measures should be formulated on both macro and micro
levels. In our interpretation, micro-level measures refer to usability on the level of
actions or operations, and macro-level measures on the usability on the level of
activity.

The idea of using activity theory in analyzing usability is, of course, not new.
In the previously mentioned issue of ACM Transactions of Computer-Human Inter-
action, for example, activity theory is used to broaden the understanding of home
appliance usability and how design can benefit from theoretical activity analysis of
developing usage (Petersen, Madsen, & Kjær 2002). Gay and Hembrooke (2004)
also discuss and describe activity-centered design. The motivation of their work is
to embed technology development into the broader contexts of culture and soci-
ety. The domains that have been under discussion in the aforementioned studies
are related to consumer applications. We claim that a similar approach is useful in
analyzing and developing more complex and systemic applications. For example,
we do not studying just one particular appliance but rather study the network that all
of the intelligent home appliances form together. We also feel that our way of using
activity theory, together with concepts of core task and practice in the evaluation of
interfaces, brings us to a concrete level of interface development.

A recent trend within the usability community to study the user experience (UX)
prompted by the use of a tool, or as a measure in evaluating usability, is interesting.
The notion of UX has similarities to the notion of meaningfulness that we have
found useful in analyzing human complex system interaction. The concept of UX is
rarely connected to analyses of work tools and applications, but more to consumer
appliances and entertainment applications. Yet, we feel meaningful actions are also
emotionally stimulating and thus lead to positive user experiences. Hence, UX is
also extremely important in the usability evaluation of professional tools. This is
because user experience relates to how professional identity (Nuutinen 2005) is con-
structed and how it evolves. There is a hedonic dimension to professional software
usage: no real expert wants to work with tools that are not designed for his/her level
of skills.

The notion of systems usability is not just meant for evaluation of complex sys-
tem interfaces. We believe that similar approaches could be useful in other systemic
domains also. With our method of analysis, it is possible to study, for example, usage
activity within a large network of people using different communication appliances.
In this system, the network would be one constituent, the people as users would
be another, and the appliances with different interfaces would be the third. In this
case, the interface problems are systemic in nature—for example, what should the
interfaces communicate to different users about the interrelations of the appliances?
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One of our motives in the development of a systems usability concept has been
to improve present conceptions of what is good design and how to measure it. We
claim that smart objects, environments, and infrastructures of the knowledge society
should meet the new requirements of systems usability that we have proposed. We
believe that the activity level of human behavior should be the starting point in the
design of new systems and tools. Some developmental methods have been created
to study action in natural work environments, with the aim of contributing to design
(Beguin & Rabardel 2000; Hyysalo 2004). The aim is to form an instrument genesis,
in which the tool is developed simultaneously with the development of usage activ-
ity. By only concentrating in technology development (excluding human activity
and practices), it is not possible to develop quality in value.

To conclude, we have introduced a systemic extension to the concept of usabil-
ity in this chapter and call it systems usability. Systems usability denotes the role
that the interface of a complex sociotechnical system has in the activity in which
it is used. The role should be such that it promotes the objectives of the activity,
development of the whole activity system, and the users’ core task-oriented work
practices. We have also described how the need for a broader understanding of the
role of tools in activity has risen from a practical need to develop, evaluate, and
analyze user interfaces of complex sociotechnical systems.
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Abstract This exploratory study aims to gain insight into how usability practitioners
work in professional web design. This is done through interviews and a grounded
analysis. The description reported here refers to the wider influence of the com-
mercial context on usability work. This brings to the fore such issues as the client’s
influence on work, negotiation between clients and practitioners, the adaptation
and use of methods, practitioner expertise and the consideration of people in the
usability process. It is believed that this research focus, which moves toward wider
issues in practice, is best conceptualized from a system level perspective where the
goal is to coordinate resources to add value to the design process.

7.1 Introduction

This paper explores usability work in professional web design from practitioners’
perspectives. The work was initially motivated to contribute to the corpus of lit-
erature focused on the issue of method transfer, whereby researchers have looked
to better understand practitioners in an effort to build better-informed tools (e.g.,
Rosson, Maass, & Kellogg 1988), inform methods or processes (e.g., Bellotti
1988; O’Neill 1998), or identify obstacles in method transfer (e.g., Bellotti 1988;
Buckingham Shum & Hammond 1994; Bellotti, Buckingham Shum, MacLean &
Hammond 1995).

However, while remaining faithful to the motivation to develop better accounts
of what happens in industrial practice, this work has a wider focus that moves
away from tools and methods, and more towards a better understanding of activities
and issues in practice. To support this wider perspective, we use Grudin’s (1990)
observation that there has been an “outward movement of the computer’s interface
to its external environment, from hardware to software to increasingly high-level
cognitive capabilities and finally to social processes” and claim that a similar out-
ward movement is happening in research for practice. This outward movement has
involved the technical development of methods (e.g., Card, Moran & Newell 1983),
the transfer of methods to practice (e.g., Blandford, Buckingham Shum & Young
1998), the use of methods in practice (e.g., Nørgaard & Hornbæk 2006), and wider
issues in practice (e.g., Hornbæk and Frøkjær 2005).
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Table 7.1 The outward movement of research for usability practice

Level Focus in Usability Practice Example Work

1 Technical development of methods Card et al., (1983) in developing GOMS
2 Transfer of methods to practice Blandford et al., (1998) in training developers

in a novel evaluation technique
3 Use of methods in practice Nørgaard & Hornbæk, (2006) in studying

think-aloud in practice
4 Wider issues in practice Hornbæk & Frøkjær, (2005) in studying the

communication of problems and redesign
proposals

We do not make the strong claim that these are the only steps or the right steps
of this outward movement, but the weaker claim that this outward trend exists. We
also do not wish to infer that any level of research is superior to another. If any-
thing, we would wish to stress their complementary nature in supporting usability
practice.

This exploratory study is positioned on the outer branches—Levels 3 and 4
(Table 7.1). To be more specific about its focus, it looks to draw insight on three
(assumed) important elements of usability practice, which include the before and
after of usability work: 1) attracting work, 2) doing the work itself, and 3) commu-
nicating work. Figure 7.1 illustrates the relationship between these three elements
in an input/output style diagram.

It is believed that the before and after elements of usability work will influence
the usability work itself and provide important insights into how usability practice
integrates with design and business processes—something essential for the transfer
of value in industry.

In terms of limitations, it should be noted that this work is focused on the
perspectives of usability practitioners involved in professional website design and
evaluation. It does not include seeking the perspectives of clients and other impor-
tant players in the development process. Such work could create a quite different
account.

7.2 Introduction to Related Work Sorted by Analysis Themes

As stated above, the literature that provided the initial motivation for this work was
centered on method transfer, but has moved on to consider how usability is prac-
ticed. The aim of this section is to introduce the reader to research pertinent for our

Fig. 7.1 Diagram that shows
three important elements of
usability practice
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analysis—in showing what has guided its focus and what has been done already.
In many cases, the following claims and advice are only assumed to generalize to
usability professionals in the Web design industry, but this remains to be seen. It
is also hoped that the current analysis will provide a more cohesive view of these
different research areas from the perspective of just one usability domain. Above
all, we wish to identify and explore those elements that are significant to usability
work from the bottom up.

The review of related work presented here pre-empts the structure developed
through the grounded analysis, as the emerging themes have guided what is relevant.
This section first questions the problem identification perspective of usability work
and suggests a perspective of value transfer that goes beyond method use, before
looking at the different processes that designers use in practice. It then covers lit-
erature motivated by the importance of relationships and communication in design.
We then look at more general expert advice for managing usability in practice. This
section ends with the suggestion that a systems perspective may be a way forward
in exploring this complex area. Further development of these themes is discussed
later in this chapter.

7.2.1 Methods and Processes

Wixon (2003) believes that the current literature fails the usability practitioner
because the premises for valuing usability methods are at fault. Rather than look-
ing at the number of problems a method can detect in an isolated quasi-scientific
framework, we should instead concentrate more on the “art of the possible under
constrained resources” (Wixon & Wilson 1997). Here, the costs and benefits of
using different methods, in real contextual conditions, are stressed. This cost-benefit
tradeoff centers on usability value—the importance of which has been argued else-
where (e.g., Cockton 2004). We believe that a value-centered approach that con-
siders the transfer of value from usability services should look beyond method use
per se to other influential factors such as fostering good working relationships (Sec-
tion 7.2.2), communicating recommendations (Section 7.2.3), and the expertise of
practitioners (Section 7.2.4).

There has been much focus on the process of design, but empirical work tends to
suggest that this is less structured in practice than the literature would suggest. Bel-
lotti (1988) found that design phases were not strictly ordered, and Terrins-Rudge
and Jørgensen (1993) reported that designers muddle through, stating that “Formal
or structured methods were not employed, developers preferring selectively and
opportunistically to use individual parts of such methods in the course of muddling
through.” It appears that while people can prescribe structured methods there is
limited success for these in the complexities of practical contexts.

Rosson, et al. (1988) distinguishes between a phased and incremental approach
in their observations of designers. A phased approach involves a design phase, and
an implementation phase with some sort of evaluation phase. In contrast, an incre-
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mental approach involves a closer design and analysis cycle where the two happen
in parallel, allowing development in a highly iterative fashion. They observe that
projects requiring more control because of either business objectives or group size
tended to opt for phased approaches, whereas smaller teams and research projects
tended to opt for incremental approaches. Importantly, they also note that iterative
cycles can take place within design phases, so a phased approach does not exclude
this method of work. Here we see how the context of the project affects its process—
suggesting that project choices are not entirely top-down, but are influenced by
bottom-up external factors.

7.2.2 Relationships

Redish, et al., (2002) includes work by Bailey, Molich, Dumas and Spool, who each
write on a separate topic. Dumas (Redish, et al., 2002) offers a different perspec-
tive on valuing methods. He states that the most important factor in responding to
usability recommendations in the long term is the relationship between the usability
specialist and developers, and proposes that methods can be judged on their ability
to foster these relationships. Wixon (2003) criticizes the criteria of problem identifi-
cation in valuing usability evaluation methods, and Dumas’ proposal can be seen as
an answer to this by offering an added dimension and different role for evaluation
methods.

7.2.3 Communication and Coordination

The importance of relationships in usability work was based on the desire for devel-
opers to react positively to recommendations. This same desire can also be seen
as the motivation of work on communicating usability recommendations. Molich
(Redish, et al., 2002) comments on usability reporting problems from an empirical
study (e.g., reports that are too long, have no summary, and no positive findings)
and suggests an approach that encourages buy-in on the developers’ side and faster
communication of results. Dumas, et al. (2004) reports on a similar study that makes
recommendations for usability reporting on four main themes: emphasizing the pos-
itive, expressing your annoyance tactfully, avoiding usability jargon, and being as
specific as you can. Adding to the work of usability reporting, Hornbæk and Frøkjær
(2005) suggest that reporting problems with redesign proposals can have a higher
utility for developers. If we assume that the general goal of usability is to improve
systems rather than identify usability issues, then effective reporting becomes much
more important.
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7.2.4 Psychology and Expertise in Practice

Wixon and Wilson (1997) provide a wealth of expertise and advice on manag-
ing practical usability work that stretches beyond the technicalities of method use,
such as

• Providing quick feedback to developers so they can be acted on in good time
• Having a lab for publicity value and as a hub of usability activities
• Getting members of the product team to observe user tests to focus them on real

issues rather than theoretical or guessed concerns
• Running informal and formal usability tests for different purposes where appro-

priate
• Adapting highlight tapes to suit the audience
• Maximizing the usability of reports rather than their brevity
• Giving a short presentation of results soon after testing to give timely feedback
• Creating a template to speed up reporting
• Considering the politics of who sees the test report
• Having a balance between having the user at the center of the design process and

other stakeholder interests

The literature is peppered with such practical advice, but the authors remain
unaware of a dedicated corpus of work on the psychology and expertise of usability
specialists.

7.2.5 Concluding Remarks

Practical advice is embedded in organizational contexts which, as Grudin and
Markus (1997) explain, have a strong impact on systems development. They state
that these organizational contexts impose constraints that help determine appropriate
actions and method use, which relates to Wixon’s (2003) remarks that we need the
right approach for the context. Cockton (2004) argues that HCI has moved from
the technical, to the user, to the context, and needs the further step of a value focus.
This form of argument applies here. It reinforces the movement away from technical
method development, to the practitioner, to the context in use, and focuses on value
transfer in usability practice. Grudin and Markus (1997) note organizational factors
that affect systems development (e.g., size, geographical placement, age, function,
culture, and environment) and illustrate these effects by using a comparison between
a small start-up company whose employees see each other every day, and a large
organization that will rely more heavily on formal communications and procedures
to work effectively together. This may also impact the design approach and the
methods employed.

The authors are not aware of similar exploratory empirical studies to that
reported here, specifically on usability practitioners in professional web design.
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More focused literature will be introduced with the discussion of the findings from
the study. This section has sought to introduce themes that have emerged from
analysis and are concerned with wider issues of usability practice.

7.3 Approach

We have undertaken an exploratory qualitative analysis based on grounded theory
as outlined by Strauss and Corbin (1998). The process we undertook first involved
defining a scope and questions, interviewing, transcribing the interviews, and then
coding the transcriptions. Finally, the codes were related to one another to reveal
patterns and themes in the data.

This process was iterated to further refine the themes that describe the data (see
Table 7.2 for details). This approach was taken as it lends itself to the exploration
of contextual phenomena through inductive means. It complements idea generation
and experimental approaches to research because it has the potential to map out
important factors and relations in real world environments.

Grounded theory differs markedly from quantitative studies, an important aspect
of which is detailed by Yardley (2000, p. 220): “Whereas quantitative studies typ-
ically rely on procedures such as standardized measurement and random sampling
to ensure ‘horizontal generalization’ of their findings across research settings, many
qualitative researchers aspire instead to the theory building work of ‘vertical gener-
alization’ i.e., an endeavour to link to the abstract and the work of others [. . . ].” In
the same way, this work has incorporated literature to define the research focus and
to crystallize the abstracted insights that emerged from the data.

Table 7.2 describes detail of the grounded analysis; Table 7.3 describes the
semistructured interview topics; and Table 7.4 outlines the interviewee profiles.

Table 7.4 shows the three sorts of organizations that were sampled: full service
agencies that are involved in the full design of websites for external clients, from
analysis to implementation; usability consultancies that specialize in usability work
and provide services to external clients; and in-house services that work internally
within a wider organization (e.g., a large department store).

7.4 Analysis

The analysis has been divided into two interdependent segments. Section 7.4.1
describes spheres of influence that affect usability work and processes. Here, we
move closer to appreciating the influence of the client on work processes, tools
and methods that are used in practice. Section 7.4.2 describes the complexity of
design and business processes. Here, we move closer to appreciating the role and
integration of a usability component within this context.
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Table 7.2 Details of the grounded analysis

Section Detail

Number of: Coders Interviews Codes Quotations

1 8 77 1508

Literature
Involvement

Literature was reviewed to inform the analyst’s understanding and help
focus the interviews. It was also used to inform and crystallize insights as
the analysis developed (Strauss & Corbin 1998, p. 96).

Theoretical
Sampling

Interviewees were chosen for their industrial experience. As the analysis
matured, interviewees with more experience were involved. This was done
for practical and theoretical reasons: people with less experience were easier
to access, and senior practitioners were involved when the analysis and
questions were more mature. Interviewee profiles can be found in Table 7.4.

Interviewing
Procedure

The interviews were semistructured and an hour long each. Guiding topics
can be found in Table 7.3. Topics were probed in an opportunistic fashion.
Interviews were left days or weeks apart so analysis could be conducted
between them; this informed the questions of the subsequent interviews.

Coding
procedure and
style

Each interview was transcribed and coded. Analysis took place between
each interview. After the fourth interview the transcriptions were recoded to
reduce the coding scheme, thereby making it more focused. The coding
style of the analysis was loose in that codes overlapped and were not
mutually exclusive. Open coding was done explicitly. Selective and axial
coding was developed implicitly through mini-frameworks and through
memos, including coding notes, and theoretical notes (Strauss & Corbin
1998, p. 141 & 217).

Tools Atlas.ti was used to support the analysis.
Reporting
Style

The reporting style adopted here aims to be story-like to convey the richness
of the data. Also, because the interviews were opportunistic and the coding
style loose, it makes less sense to report the individual codes and numbers of
quotations of each participant. The aim is to convey the understanding that
the analyst has developed.

Validation There are a number of possible levels of validation when doing a grounded
analysis, e.g.: 1) tested through data collection and analysis; 2) verified by
interviewees; 3) verified by a wider population; and 4) triangulated with
other methods/studies. This study went to Level One and Two. In Level
Two, a report was sent to all the interviewees. Seven of the 8 interviewees
verified their quotes were accurately used; the other was not contactable.

7.4.1 Spheres of Influence: The Make-up of the Work Context

Usability research has focused on understanding and developing methods that form
part of usability work. However, to understand this in practice, we need a better mea-
sure of how the working context affects usability work. It was not surprising to find
that the practitioners’ decisions and behaviors are influenced by the organization
they work in; however, the data also showed a large influence of the clients’ wishes.
Figure 7.2 shows a representation of the influences on the resultant work processes
in practice: the bidirectional arrow signifies the mutually dependent relationship of
the practitioner and the organization they work in; the larger box signifies the client’s
influence on the work they do. There is a bidirectional arrow between the client and
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Table 7.3 Semistructured interview topics

Topic Description

Background Background of the person being interviewed. This aims to introduce
the interviewee slowly and find out about their experience and
perspective.

Work Organization This includes how work is organized, the structure of the organization,
whether there are teams, project lifecycle involvement, and what job
challenges are faced.

Business: Client
Relationships

This includes communicating with clients, both in attracting clients
and handing work off to them. How do people communicate
effectively and what challenges do they face?

Practitioner Skills What do practitioners do, why are some better than others and how do
they get better in their role? This could give an indication about what
is important in their work.

Tools and
Techniques

What methods are used, how are they used, when are they used, what
is valued in a good technique?

the practitioner/organization because it is the job of the usability practitioner to offer
options of work and guide the client’s decision.

The client’s influence is most powerfully shown when there is a tension between
what the usability practitioner wishes, in terms of either the work undertaken or the
recommendations for the design, and what the client wants to do. This quotation,
between interviewer (I) and respondent (R), illustrates some frustration in the real-
ity that an ideal usability path has to be compromised by real business objectives
(the quotations reported here have the following notation: ‘. . . ’ signifies pauses in
speech, and ‘[. . . ]’ signifies where text has been omitted or replaced):

Table 7.4 Interviewees’ profiles

Participant Spread of Experience in Years Currently

Full Service
Agency

Usability
Consultancy

In-house

1 1 In academia.
2 2 1 In academia but freelances.
3 1 In-house practitioner for

e-commerce site.
4 1 1 Information architect for full

service agency.
5 2+ Manager and practitioner at a

full service agency.
6 5+ 1 In-house practitioner for

e-commerce site.
7 5+ Manager and practitioner at a

full service agency.
8 5+ Manager and practitioner at

an independent usability
consultancy.
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Fig. 7.2 Diagram of
influence on work processes

“I: It must be interesting from the client side.
R: Yeah it’s interesting. I work with [coworker], who has done projects, who will come

in with a view that I agree with, that it should be like this. . . and it’s like we can’t actually
do that, unfortunately. I know that, you know that, but it’s just not the way. . . you do have
to have give and take in the experience.

I: Can it be frustrating?
R: Yes, very much so. . . I mean, it’s a fine balance, it is a fine balance but it’s definitely

frustrating.” (Participant 6)

This situation brings negotiation skills with the client to the fore as both groups
try to come to a common understanding about what balance is best for the business
and for the user, and it is believed that this balance will increase the potential for
market success:

“One of the realities for commercial usability is that products that survive for a long time in
a market place have to fulfill both the customers’ needs and the business’s needs, and some-
body coming fresh to a usability project, especially if they haven’t dealt with the realities
of the market place very much, may make suggestions for ways to change an interface that
would purely be in the users interest. . . from the user’s point of view, but might undermine
the business case for a product.” (Participant 8)

Even though there is interest in using more methods from a practitioner’s per-
spective, clients will not pay for something they do not understand to be either
valuable or feasible under their constraints. It is part of the role of the client-facing
usability practitioner to understand the client’s needs and constraints, and work out
a unit or units of work that will be most appealing and effective for the clients’
particular situation.

“Yeah the biggest thing really . . . was . . . the areas that we could sell in, and because it was
more of an add-on it was kind of difficult to do some ethnographic research or anything
like that, which would be great, and we did try and push a couple of times, for that type of
methodology but . . . it was just not feasible for our clients . . . It meant that we were limited
in the methodologies that we were going to use. We just had to focus on two or three key
points of the project that we could actually get involved in actually making a difference.

I: So you’re looking at where you could have the biggest effect?
R: Exactly, so it’s obviously getting involved as early as we possibly could, and try

and making a difference before everything’s got too far down the road, otherwise you put
recommendations in that are not achievable within their timescales.” (Participant 6)

This negotiation between the client and the practitioner can be conceived as
designing a work project, which will depend on the details and constraints of the
particular context in question.

“There’s not only ideal research conditions, there’s realities for times, budget . . . , and
sometimes those things play off against themselves and when you design a research project
you’ve got to think of the options. If we do this, that lowers the cost, the effect might be



7 Usability Work in Professional Website Design 153

a certain lack of robustness in this particular area . . . , or if you’re having trouble getting
users of this variety, we could use this parallel group of users and change the methodology
in such and such a way.” (Participant 8)

The spheres of influence illustrate that the work processes that are actually car-
ried out in practice are not the choice of any one person, but are often a negotiation
between different groups that have different values and perspectives. The skilled
practitioner will be able to perceive how they can be of best use to a client in their
terms, so the client can more easily see the potential gain in value and how usability
can be easily integrated with their own processes.

The choices that are made at the project negotiation stage will impact on the
type of work, the quality of work and the individuals tasked with carrying it out.
Organizational culture can either attract or repel good usability practitioners:

“. . . I love [Company A]. . . they have a really good process in place, they don’t undersell
projects, what I mean by that is that they don’t tell clients we can do this in 3 weeks when
it’s really gonna take 6. It’s very very rare to do too much overtime, I mean you’ll have an
occasional evening where it’s like damn, I didn’t get enough done today and stay a couple
of hours late. . .

I: And I s’pose it comes to down to [Company A’s] culture, if you like their values and
what they’re going to do and what they’re not

R: Yeah absolutely. . . because at [Company B] it was all about getting the most money
for the shortest amount of time. . . It was really unfortunate it was one of the many rea-
sons I chose to leave ‘cuz it was just a ridiculous culture, a ridiculous way of thinking.”
(Participant 2)

This is an extreme instance of the effect of the organization on the individual, but
there is a clear interdependence between the two where the individuals create the
organization and the organization influences and impacts on the individuals. Differ-
ent types of organizations will attract different sorts of people. The type of work
will influence the frequency that individuals use different methods and encounter
different situations. The different skills and experiences that will be employed on a
daily basis will impact on how the individual develops:

“One of the things that I would have liked to have done as well is to work for a pure usability
consultancy, because obviously now I’ve done client side and I’ve done agency side in a
large organization but I think the specialism for working in a pure usability consultancy
would have been good as well, to see more different aspects.” (Participant 6)

Table 7.5 includes some trends that were observed in the data between different
types of usability practice; it should be noted that these differences are in the degree
to which these characteristics apply (i.e., all the characteristics apply to the different
usability practice contexts to some degree).

7.4.2 Design and the Business Process

Design and business processes often transcend the expertise and work of any one
person, so we need to appreciate how these parts fit together because it will impact
on the role and work of usability practitioners. Many people contribute to a design
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Table 7.5 Differences in usability practice contexts

Usability Practice
Context

Description

Full Service Agency More involved in the design side of usability (e.g., information
architecture). Less onus on documenting evaluations (i.e.,
usability is more integral to planning designs than a standalone
evaluative piece of work).

Usability Consultancy Deeper specialization in evaluation, with the opportunity to
encounter many different types of interface and a greater
opportunity to apply methods. A great bank of usability
knowledge and expertise.

In-house Usability
Work

There is a greater degree of ownership of the interface and the
risks associated with changing aspects of it. Deep understanding
of the interface as well as business, political and technical issues
associated with it.

and business process and must be coordinated to work together effectively. There
is a recognition that the people in these component parts will have a certain under-
standing and will want different things:

“It’s a very collaborative world. You end up being almost a negotiating power between
different groups in a company. If you’re doing consultancy, then you may be the negotiating
power between what you know can be done and the client, and the client’s desires, or if
you’re working internally for a company then you end up negotiating between, I guess, the
designers, the artists, the technology people, the business people who want the product to
do a certain thing or look a certain way.” (Participant 2)

Appreciating that there are many component parts that make up the design and
business process, the successful role and integration of a usability component comes
to the fore in usability work: what the usability component does and how it integrates
with the rest of the process. The design and business process will vary from company
to company, but is likely to involve many different parts that link and integrate in
different ways, including graphic designers, interaction designers, developers, mid-
dle management, senior management, marketing, accounts, customer service, and
project managers. This situation is made more complex when we think about the
personalities and relationships at a more individual level as people come together
for work. The usability component could fit in with a combination of these parts in
practice. Figure 7.3 has bundled up this complexity into the relationship between
usability work and the wider design and business processes. The three features of
this diagram are discussed further below: in Section 7.4.2.1, we discuss the design
and business process; in Section 7.4.2.2, we address the usability component; and
in Section 7.4.2.3, we discuss the information flow processes that connect the two.

Fig. 7.3 Usability interfacing
with design and business
process
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7.4.2.1 Design and Business Process

The influence of the client on establishing what usability work is carried out was
discussed as an important sphere of influence in Section 7.4.1. This section expands
on how clients differ in ways that affect the undertaken work.

Clients are by no means a homogenous group. Participants reported that their
clients differ in why they seek usability services. The majority recognized an under-
lying motive of revenue generation, but upon questioning interviewees about why
clients seek usability services, other reasons were also noted:

• They may believe that usability input will directly increase revenue (e.g. e-
commerce)

• They may believe usability input can save them money (e.g. reduced call center
work)

• They may want to improve communication with people (e.g., government or
advertising)

• They may want to make services more accessible (e.g., government)
• They may want to comply with legislation (e.g., Disability Discrimination Act)
• They may be interested in the steady evolution of their product lines
• They may just want to provide a better service
• They may just have heard of usability and think it is a cool thing

These reasons are not independent, so a client may have several of these goals.
Clients may also not know what they want or what they might be able to achieve
with the help of usability input. It is the job of the skilled practitioner to understand
the clients’ needs and translate them into a project that will suit:

“. . . well, the unspoken assumption behind that question is that all the clients know why
they have come to us, and they don’t. Sometimes the biggest portion of our job is to work
with them to figure that out.” (Participant 8)

It would also be wrong to assume that clients in a particular context agree:

“I only had contact with the middle management team for a while, and they loved the work,
they absolutely loved the work, presented it back and they were ecstatic, then they arranged
for me to meet the director who was going to make the final decision and he hated it, hated
the whole lot, he just said it doesn’t meet our business objectives at all and I think he might
have had a point. Because the remit I was given was to come up with the best user experience
proposition and nothing else, if I had been thinking about the business proposition in that
project then I might have taken more his point of view.” (Participant 5)

This demonstrates that the negotiation stage of a project is vital for a project’s
success; truly understanding the client’s real needs cannot be underestimated as a
misunderstanding can lead to failure. Once again the need to balance between user
experience and business interests is demonstrated. The task to understand a client is
an important one at the start of any client-consultant relationship, and is easier if the
consultant already knows the client:

“. . . generally work with the same clients over and over. . . occasionally you get a new
client, what you want to do as a new business is work with a client over and over because
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it’s cheaper to do it, you’ve got a reliable relationship, you know their needs but also you
build more links within an organization rather than starting all over again.” (Participant 5)

Clients are also dynamic in that they evolve and educate themselves over time,
so the beginning of a client relationship might start with a small piece of work that
will lead to more work further on:

“. . . a client might approach a company because they’ve got an issue, and because an expert
evaluation is a lot cheaper than a redesign or a usability test, they’ll often say well look
at the site we’ll pay for an expert evaluation, and that’s a good way of not only meeting
their initial requirements but also building the relationship and taking the next step on.”
(Participant 4)

This not only impacts on the relationship between the company and client, and
the personal working relationships between people, but the client will also start to
educate themselves about the content and the value of usability, and how it can
be used:

“R: There’s an education process definitely. . . , I remember 4 or 5 years ago at [Company
D] trying to explain just the very basics, why you should do usability testing at all during
the process never mind the different techniques or anything. . .

I: Do you think that’s changed now?
R: Yes, but. . . even quite recently I remember . . . clients getting confused,. . . . it’s a lot

better, it got to a point at [Company D] where clients were actually coming in and saying
we want testing at this point, this point, this point. . . .” (Participant 6)

This indicates that clients undergo a process of education whereby they may start
off slowly introducing themselves to usability practice but then gain more control
and confidence in how they can utilize usability research for their own endeavors.
In the long term, this gradual take-up and appreciation of usability services might
not only be within certain consultancies and clients at a micro level, but an indus-
try movement on a macro level. In trying to determine how practitioners measure
the quality of their work, many were satisfied and confident with the fact that they
were receiving recommendations and repeat business: the burden of proof for return
of investment is not always at the crux of securing usability work, and does not
always lie with the practitioner. Observations suggest that this applies differently
to successful usability companies that are regularly approached to do work, rather
than being in the position of trying to convince a prospective client that the work is
worthwhile—the relationship changes.

7.4.2.2 Usability Component

There are three recognizable elements of usability work: 1) attracting work, 2) doing
work, and 3) communicating work. These three elements are interdependent and
will be influenced by the skill and experience of the practitioner, their company,
and the clients’ circumstances. We have discussed the influence of the context of
work above, and now move on to the expertise, skills, and methods of usability
practitioners. Two important techniques emerged and will be focused on here: user
testing and heuristic evaluation.
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Practitioners reported using a variety of different methods, but they differed in
their use, their name, and the contexts in which they were used. These techniques
were adapted and combined to achieve the goals of their usability research in an effi-
cient and effective manner. These characteristics contribute to an environment that
is focused on cost-effective results rather than method worship—an environment
that focuses more on the skills of practitioners in coordinating resources to achieve
results that lead us away from scientific validity and into what is described below as
commercial and design validity:

“I don’t have wide experience of academics teaching this stuff, but the ones that I have
seen teach it don’t have any experience of industry, don’t have any experience of the turn
around times that are required, don’t have experience of what commercial organizations and
government organizations really need when you’re developing a website. They still tend to
be quite statistically focused, they still tend to be, as you say, be quiet, don’t speak to the
person, don’t bias it, it’s got to be scientific validity. We don’t give a damn about scientific
validity, we give a damn about commercial and design validity.” (Participant 5)

This difference in culture can almost be viewed as a conflict between the rigor
and detail of academic work, and the pragmatics of getting work done in a timely,
cost-effective manner in practice:

“Between all the really, really minute research that we do in academia, in fact most prac-
titioners don’t give a damn. They’re not going to care if Malay don’t like pink, if they’re
dealing with a Malay client then the Malay client will tell them that in 3 seconds, they
don’t need four months of research to tell them that. It is really interesting, but I think
having experienced both I think what we do here in academia does influence them to some
extent as it does percolate up, it’s not like they’re in a vacuum. They know who Nielsen and
Norman are and they know other researchers out there.” (Participant 2)

The relationship between academia and practice is complex. The above attitudes
reflect that there is a difference in the values and activities of academic research and
practice. Further work needs to be done to establish what this relationship is, what
the status of knowledge is in both camps, and how one informs the other. One clear
similarity between academic research and practice is that they are both seeking to
find right answers through research, but research methods, values, constraints, goals
and interests can differ.

User testing is a common method used in academia and industry. A compar-
ison between the uses of the method in these different contexts provides a way
of probing the nature of its use by juxtaposition. One difference is the way that
practitioners can be proactive in eliciting user views about particular aspects of the
interface:

“The other thing about the way that we do usability testing in academia is much different
than in the corporate world, because you will point blank in the corporate world ask the user
‘what do you think will fit under this piece of navigation?’ and then click on it ‘is this what
you expected to see?’ Whereas you probably wouldn”t do that in academia because you’re
leading a user down a path which you probably would avoid in academia, but here you’re
purposely leading the user down a path. . . it’s just a different. . . It’s more about validating
the way that you have organized something . . . , I’m specifically trying to find my mistakes,
or specifically trying to get them to use something that I hope will be used. As opposed to
academia, where I would not want to influence the user at all and see what they would make
out of the product.” (Participant 2)
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Other samples of the data suggest that these strategies of sitting back or engaging
with the participant in the user test depend on what the circumstances and objectives
of the test are:

“Sitting back and not saying something sometimes has its place, so if we’re looking at a
detailed purchase process and the person’s got to go through certain steps and fill in certain
forms and stuff like that sit back and say nothing; but if we’re looking at a wider marketing
proposition sitting back and saying nothing isn’t going to get you what you need. You’ve
got to engage with people.” (Participant 5)

Other differences in the administration of user tests include performing inter-
views and questionnaires before or after the test to elicit information that might be
pertinent to the research goals of that project. Another commonly reported technique
that differs in its administration is heuristic evaluation. However, the variety of ways
in which this method is performed leads us to question what actually qualifies as
method use. One example of heuristic use is in an ad hoc manner to add weight
behind justifying recommendations:

“Almost in a very ad hoc manner, you came up with your wire frame, people ask you why
you did that, maybe you had reason. If you don’t then look up the heuristics and try to
justify it afterwards.” (Participant 1)

The ad hoc use of heuristics for justification purposes appears to add some struc-
ture and common ground for the client to relate the issues to, as well as a link with
accessible theory:

“Going back to heuristics. . . it’s more on the client education, so if you identified an issue
we’d probably list a heuristic that it would apply to, so the client would go ‘OK’ and maybe
it helps with some credibility as far as they are concerned ‘cuz they go like ‘ah, that’s one
of the main issues and I can see how that applies’.” (Participant 6)

Other people reported using them implicitly as part of their expertise because
they had assimilated them through education and practice:

“. . . especially when you do a competitor analysis, because you have those heuristics in the
back of your head because someone in some masters course pounded them into you, tested
you, examined you on them, so yeah you do of course. So you’re evaluating other web-
sites which are book stores and in the back of your mind . . . those are hopefully playing.”
(Participant 2)

It was also reported that heuristics were adapted to go beyond what were com-
monly referred to as Nielsen’s ten heuristics, and were sometimes used in a more
rigid manner to perform a competitor analysis for approaching clients in the hope
of generating work. The more rigid use of heuristics was criticized for being too
negative and sometimes detached from the context of use, which a cognitive walk-
through would not be. Where heuristics were used in a more implicit manner,
the method appeared to resemble more of an expert evaluation in its description,
whereby the labels are even used interchangeably (terminology issues are expanded
in Section 7.4.2.3):

“Actually, I think that when I do a heuristic review, I do it on much wider stuff, . . . I
know about perception and mental representation and I’ve also looked at models of mental
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representation as applied to interface design. . . so actually when I’m doing an expert review,
I’m referring to all that kind of applied theoretical knowledge that I’ve developed over ten
years, and I think a lot of that has become extremely implicit in the way that I apply that
stuff nowadays as well. I don’t actually know that I am applying it even though I am.”
(Participant 5)

This implicit expertise is developed through years of practice:

“Yeah, seven years of practice, it’s like anything else, it’s not that a new doctor just having
graduated from medical school has any necessarily less knowledge or the ability to have as
much knowledge as someone who’s been working in the field for ten years, and it’s just that
the doctor working in the field has seen the cold for ten years and can probably diagnose a
cold within three seconds of seeing the patient. . . . it’s just repetition, repetition, repetition
and it just builds up.” (Participant 2)

Also:

“Once you’ve been a consultant for two years, you may have worked on three or four retail
sites, three or four services sites, and if you keep on websites you will encounter the same
problems, like what does the contact page look like. So, you are repeating, applying the
same knowledge to a version of the same sort of thing.” (Participant 3)

People’s perceptions and thinking change through experience, so emphasis
should be placed on this dynamic:

“A lot of your thinking is pre-done. You’ve automated that thinking in some sense because
you’ve seen these types of patterns before and you can just go yeah I can see that.” (Partici-
pant 5)

This idea that some thinking has been pre-done because similar patterns have
been encountered in the past appears to build up a knowledge bank of cases—where
similar problems have been encountered and what interface widgets work well and
where. In this particular case, it appears that practitioners build up a library of inter-
face widgets through which they can apply analogical reasoning so they can bring
insights from one interface style across to another (e.g., from the Amazon site to a
newspaper site):

“I: Do you feel like there’s particular widgets or features that you would expect on certain
sites that you would get asked to design. . . so. . .

R: Yeah. . . send to a friend and that sort of thing. . . yeah, there are definitely . . . features
that people have picked up along the way that I would say would be an expectation on
certain sites.

I: Such as. . .
R: Well, things like send to a friend facility on certain pages you’d tend to have. . . that

thing like. . . on Amazon where they say ‘people who looked at this looked at that’, so. . .
I think there would be an expectation to applying that even to say a newspaper site, where
you know people who thought that article was interesting, you might think this article was
interesting. . . yeah. . . you’re not looking for a list of what they are. . .

I: No. . . as I’ve been going through the study, it’s become more apparent to me that
when you’re a usability expert you’re so familiar with what works and the best practice
that’s out on the web, then you build up a . . .

R: A library of things. . . yeah, definitely. . . and they’re actually books on that they’re
not called library, they’re called patterns.” (Participant 7)
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These implicit pools of knowledge are sometimes realized in tangible artifacts as
companies develop and share resources with their staff, either through their ongoing
work or through specific efforts to establish a bank of expertise to use as a company
resource:

“Usability consultancies have a lot of experience at applying this knowledge, and they actu-
ally have slides that are prepared about information scent and whatever . . . they spend
. . . time gathering all this research that’s been done by . . . researchers and say OK they
work for three or four retail sites and they basically apply the same principles to each site.”
(Participant 3)

The effective use of specialist information is a strong competitive advantage in
carrying out projects, because it provides a bank of knowledge as a starting position
for a more concentrated effort on the next piece of work. This collective pooling
of knowledge transcends individual practitioners in some sense, and leads to the
development of a company’s expertise.

7.4.2.3 Information Flow Processes

As has been discussed in Section 7.4.2.1, the design and business process resembles
a complex system because many different component parts interact, which need to
integrate with the usability component (Section 7.4.2.2). This integration depends a
lot on the experience and expertise of the skilled practitioner seeing opportunities for
input, and negotiating work and recommendations on, and in, the client’s terms. This
section expands on how the design and business process and usability component
integrate, which includes themes that have been alluded to elsewhere.

The use of terminology in usability is not straightforward, both in terms of
job titles and roles and in terms of the labels used for methods. Recognizing
that people have their own definitions, some practitioners employ a pragmatic
solution:

“Personally, I don’t like definitions of usability at all, I think they’re quite self-indulgent
academic exercises and everyone that works in this field has their own opinion on what
usability is, user experience is, information architecture is. . . talk to someone, you can’t nail
them down, so actually as a very pragmatic user experience specialist or usability specialist
you use the meaning that the person uses themselves, you know just be pragmatic about it.”
(Participant 5)

This lays the basic foundation for negotiating with clients, which appears to be
one of the major enterprises of coming to agreement with people with different
backgrounds and values:

“I really believe that one of the most important skills in HCI is the sort of negotiating
between other people and between what’s there and what needs to be there and trying to
build that pathway in a way that’s, it doesn’t have to be aggressive or mean to people you
just have to explain like ‘look, I know that this kinda worked for you guys before but maybe
we should try this out, let’s put it in front of users, let’s see if they like it.’ I think that this
helps clients a lot, because they’ve actually hired you to try and help, but not tell them that
they’re all wrong all of the time.” (Participant 2)

The idea of stopping at the stage of identifying problems for clients seems
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poor practice, and many practitioners are conscious that how they communicate
their findings and results will have an impact on whether the client receives them
well in the short term, and whether the client seeks further usability input in the
future, both of which have a significant effect on how usability is dealt with in
industry:

“We also include positive findings from our study, there are a couple of reasons for that,
. . . we . . . treat our clients like human beings . . . people often work months or years on a
product and I know how dispiriting it is to have someone to come along and evaluate it and
only point out the parts that aren’t working well. . . if they don’t have a picture of what is
working well, the temptation would be to fix a small problem by breaking a large positive,
so you can actually make a problem worse by trying to fix tiny little niggly bits at the edge,
when the core of the product is working extremely well. We always try and give an overall
picture of how a product is.” (Participant 8)

This appreciation of clients and colleagues as people is a theme that pervades
successful negotiation, whether that is external or internal:

“I: [. . . ] do you use personas at all?
R: I have got some. . . , I don’t stick them out in front of developers as that would be

quite condescending, I think. People have quite a good sense of the typical [Company C]
customer in their head around the office and I don’t want to be condescending to them.”
(Participant 3)

Getting people on the side of usability and listening to the issues and recommen-
dations that it raises is undoubtedly important. Therefore, the communication of
usability work seems to be a critical step; however, this varies by client and circum-
stance. For example, some practitioners thought that large Word documents were
too cumbersome, but others saw instances where they would be useful:

“R: Again, it can vary from client to client, I’ve worked on one where it was a presentation,
it was a round of usability testing. . . others where it is more of a forty-page document that
says this testing took place, this happened, this happened, this happened. . . . it depends on
what the client’s after. If they want to use it for politics within the company, then obviously
a report or something like that is much more tangible and is more useful than having a
presentation or something like that. But if it’s purely to communicate to senior people and
what have you, where a report might not be necessary, a presentation or something like. . .

I: And I s’pose you might mix them up and do both.
R: Yeah I mean. . . a report and then a presentation looking at the main points, because

most senior people won’t read a big fat report, so it’s a case of communicating to the people
as quickly as possible, the higher people.

I: Do you have any thoughts about how effective these different things are?
R: Personally, I think a face-to-face is very important otherwise it can become a bit

detached—and certainly things like usability testing, I think that it is always good when the
client comes to see some of it. . . .” (Participant 4)

Variations of reporting include presentations, PowerPoint files, Word files, video
clips, quotations from users, giving recommendations and positive feedback, and
organizing the issues in some way (e.g., by priority). Two of the most important
concerns appear to be conveying the meaning of the issues to the client, and getting
them to appreciate the issues. The idea of detachment referred to in the recent quota-
tion draws us to a dimension of closeness in terms of communication. Practitioners
understand the advantages of close, high-bandwidth communication and seeing a
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usability test with your own eyes as more significant than a document reporting its
findings:

“. . . when you go through a usability process and you suddenly see what it is actually like
in the real world for your product to be used, it’s such a compelling event that people learn
from it.” (Participant 8)

The idea of learning is also an important one. If we think about usability work
and reporting—not as a discrete interval in a design process, but as part of people’s
ongoing experience—we realize that it has important side effects. From doing the
work, practitioners learn about the usability of a product and the clients’ reaction
to the work, and clients learn more about what usability work is about and how the
information provided by this type of research can help them achieve their goals.
Both groups can reflect on their experience and adapt their behavior accordingly.
The idea of clients educating themselves was also discussed in Section 7.4.2.1.
Informing others about usability issues and practices so they can understand and
appreciate them themselves appears to pay dividends in people’s normal routines.
Participant 3 demonstrates this in talking about her colleagues:

“Yeah. . . they’re actually quite user centered as a group. . . 90 percent of the time they come
up with something that is good, which is nice. I’m kind of coming to the conclusion that
if you give all your developers and graphic designers a certain education in usability, they
inherently include it in their work.” (Participant 3)

7.5 Discussion

This section discusses insights from the analysis under four subsections. Sec-
tion 7.5.1 discusses methods and processes, Section 7.5.2 addresses relationships,
Section 7.5.3 discusses communication and coordination, and Section 7.5.4 refers
to psychology and expertise in practice.

7.5.1 Methods and Processes

The analysis has shown that usability work is heavily influenced by the clients’
needs. This commercial focus puts the emphasis on effective and pragmatic choices
that will deliver results to agreed time and budget scales. This is reflected in Wixon
and Wilson’s (1997) move away from science to “the art of the possible under
constrained resources” in usability practice; and Cockton’s (2004) claim that HCI
should be more about delivering value than finding the truth. This is perhaps what
one participant meant by distinguishing scientific validity from commercial and
design validity.

To achieve this value transfer, we have seen that the usability component must
be flexible enough to fit into projects where it can, to suit time-scales, budgets, and
research needs. It is proposed here that an adaptable usability component can be
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considered a plug-and-play technology. Here, the skilled practitioner plays a critical
role in seeing how methods and processes can be adapted, designing projects that
will meet the clients’ needs, and fitting the organizational context. The fact that
method and process choices will be influenced by organizational issues is discussed
further by Grudin and Markus (1997).

Methods are combined and adapted to suit the research goals of the project.
Wixon and Wilson (1997) observe that user tests can vary in their degree of for-
mality, but elaborate less on the informal solution-focused testing that forms part of
what has been observed here. Nørgaard and Hornbæk (2006) elaborate further on the
details of think-aloud testing in practice, including the influence of practical reali-
ties, different processes, and the use of different probing practices that go beyond
the more formal prescriptions in the literature. More work of this nature is encour-
aged in different design contexts and observing different methods. For example, as
observed here, heuristic evaluation appears to be used in a wide variety of ways e.g.,
ad hoc justification of decisions, to aid in communication with clients, implicitly in
evaluation (like an expert review), and as a basis for competitor comparisons—so,
a more focused study on how this is perceived and used in practice would prove
enlightening.

7.5.2 Relationships

Clients are not a homogenous group. They ought to be addressed according to their
particular circumstances. Indeed, we begin to get a more realistic picture of usability
in practice when we move away from considering method use by rote and discrete
input into specific design processes, and move more towards considering the people
in the process—people who develop expertise, learn from their ongoing experiences,
have different backgrounds and understanding, react emotionally to criticism and
praise, and make intelligent decisions to achieve the results they do in a commercial
setting.

Dumas (Redish, et al., 2002) believes the most important factor in respond-
ing to usability recommendations in the long term is the relationship between the
usability specialist and developers. Our data has also emphasized the importance of
relationships—in knowing the company, people, politics, and practices that you are
working with. Relationships can start with a small study before moving on to larger
investment in usability services as the client becomes more familiar with usability
services and more confident in their provider. Practitioners also make efforts to fos-
ter working relationships by including positive findings in reports, in not being con-
descending to colleagues, in having high-bandwidth communication with clients,
and in encouraging them to watch user testing.

In academia, we may debate the merits of a value-centered approach for HCI
(Cockton, 2004), but in practice it appears a matter of economic survival and one
that is intimately related with the working relationships people and companies have
with each other.
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7.5.3 Communication and Coordination

It is paramount that the usability component fits well with different design and busi-
ness processes. It is the job of the skilled practitioner to provide a suitable inter-
face with nonusability specialists, and to design a work package that will suit that
particular business need. Like other design processes, designing a suitable project
for a client is dependent on their particular situation, which will influence what is
done, when, and how the work is reported back. It may be the case that usability
input is a more ongoing collaborative effort, and an official reporting-back stage is
not suitable. How usability results are delivered, however, is an important area of
practice that impacts on changes to the design in the short term and the perception
of usability in the longer term.

Research on usability reporting was introduced in Section 7.3 of this chapter. In
that section, the inclusion of positive findings was discussed. Stopping at problem
identification was recognized as bad practice, which is supported by the empirical
work of Hornbæk and Frøkjær (2005). More novel in this paper, was the conveying
of the bigger picture that was mentioned in our analysis, so the team can make
informed decisions and not make a bigger mistake by trying to fix a smaller prob-
lem. It appears that closer high-bandwidth communication between evaluators and
designers has greater potential to avoid this problem. The issue of the bigger picture
relates well to Klein’s (1998, p. 225) discussion on communicating intent so team
members can make more informed decisions. Further research could look at this
more closely—for example, developing a protocol based on Weick’s (1983, cited in
Klein 1998, p. 228) streamlined version of a commander’s intent:

• Here’s what I think we face
• Here’s what I think we should do
• Here’s why
• Here’s what we should keep an eye on
• Now, talk to me

Entwined with communication is coordination (i.e., how information transfers
between component parts). For example, group size has already been observed to
play a role in communication (e.g., Rosson, et al. 1988; Grudin & Markus 1997).
Where usability practitioners are closer to the designers and developers, they have
richer high-bandwidth contact that can avoid problems that a detached usability
report may run into. How the usability component is organized to integrate with the
wider business and design processes will influence the work and reporting mecha-
nisms that are used.

7.5.4 Psychology and Expertise

Where work appears to be varied and complex, the skills of the individual prac-
titioner come to the fore. They adapt methods to provide commercially viable
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solutions targeted at the current design setting. The skilled practitioner can perceive,
through their experience, what working arrangements might be best for the client,
and what recommendations are most likely to influence the design in a positive way.
Here, we move away from questions such as “what is the best method?” to trying to
understand how practitioners work, how they gain understanding, and insight into
the products and people they work with, and how they add value in the commercial
context. Klein’s (1998) work moves in a similar direction by valuing the expertise of
the practitioner over structured methods that are seen to support novices more. He
believes that the development of expertise leads to a change in the perceptual ability
of the expert. Future research could look toward the psychology of the usability
practitioner—particularly how they perceive design situations. The perception of
design situations includes the higher level of how a usability project should be
composed, and the lower granularity of what problems and potentials lie within
particular interfaces or technologies. Considering practitioners in more detail might
lead to supporting novices and experts differently.

Practitioners develop expertise as they experience more and more in practice.
Like experts in other domains, they appear to build up a bank of knowledge that
is sometimes used implicitly and perceived as patterns (e.g., expert chess players’
chunk patterns of pieces as detailed in Chase and Simon (1973)). This can take
the form of being familiar with common usability problems and solutions within a
certain domain, and building up a catalog of interface widgets that form the basis
for analogical reasoning between cases (Klein (1998) talks about analogical reason-
ing at length). This analogical reasoning may influence design recommendations
and evaluative judgements about the state of the art and best practice. If this form
of reasoning is shown to play a significant role, as we suggest, informal meth-
ods for developing these internal patterns or schemas could be developed. Related
work includes Hammond, et al. (1983) that studied elements of decision making by
designers (i.e., their perception of the design process, theories of users, and a view
of human factors); and Piegorsch, et al. (2006) who have developed a conceptual
framework for ergonomic decision making. Work of this nature will have to be
specific about the participants under study (e.g., novice/expert, job role, domain)
because their experience will play a significant role in shaping their expertise.

Companies build up tangible expertise through research—developing their per-
sonnel and building up their portfolio of work. The organization of this portfolio
can provide a great competitive advantage as it helps constitute a company’s domain
expertise. Further research could be done to find out the significance of this expertise
for novices and experts in a company, and tools could be proposed to manage what
Perry, et al. (1999) call organizational memory.

7.6 Conclusion

This exploratory study has sought insight into how usability practitioners work in
professional web design. This has been done through a grounded analysis of eight
interviews with practitioners. Insights from this analysis have been discussed under
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four subsections: Section 7.5.1 discussed methods and processes; Section 7.5.2
addressed relationships; Section 7.5.3 discussed communication and coordination;
and Section 7.5.4 referred to psychology and expertise in practice. We have argued
that there exists an outward movement of research for usability practice, where ques-
tions have progressed from method development to organizational issues in practice
(see Table 7.1). This research contributes to the higher levels of usability work in
professional web design. These higher levels provide an opportunity to study factors
that have a significant influence on usability, as practiced in industry, but are rarely
addressed when research is focused at a lower level of abstraction. From this higher
level of abstraction, we believe that usability practice is best conceptualized from
a system-level perspective, where the goal is to coordinate resources to add value
to the design process. We also believe that research at this level of abstraction will
complement research at lower levels of abstraction by sensitizing it to issues in
practice. In this way the different levels of research work in a synergistic way.
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Abstract ISO 13407 is a widely used and referred model of user-centered design,
UCD. In this chapter, the principles and activities of ISO 13407 are analysed.
Based on the analysis, a revised UCD model “KESSU 2.2” is proposed, including
refinements both in the presentation and in the contents of principles and activities.
The goal is that the refined model is more consistent and illustrates the essential
contents of UCD clearer.

8.1 Introduction

ISO 13407, or Human-centered design processes for interactive systems,1 (ISO/IEC,
1999) is an international standard, established in 1999, that provides general guid-
ance for user-centered design (UCD). ISO 13407 can be regarded as an important
supplement to the UCD literature. First, as a standard, it is based on the consensus of
a wide international board of researchers and practitioners in the field. The standard
has become an important, widely referred to reference of UCD.

Second, it approaches UCD from a higher level of abstraction than methodol-
ogy books such as Beyer & Holtzblatt (1998), Mayhew (1999), Cooper (1999),
Constantine & Lockwood (1999), and Rosson & Carroll (2002). ISO 13407 depicts
the main points of UCD, but does not go into details. It describes UCD through
principles and activities rather than describing different usability methods (although
is not quite systematic on this). For audiences such as software developers, project
managers,2 and students in software engineering or computer science, it is important
that one can communicate the essentials of designing usability without going into
details that are not so relevant to them, such as specifics of usability methods. Such a
general, method-independent reference model is also needed when companies want
to understand the status of UCD in their development processes.

Not many research papers exist on ISO 13407 (and actually, there are few on any
UCD methodologies). There are a number of publications that refer to ISO 13407,
such as Bevan (2001), Earthy, Sherwood-Jones, & Bevan (2001), and John, Bass,

1 In this paper, human-centered design and user-centered design are considered synonyms.
2 Actually, those managing design processes are the explicitly stated audience of ISO 13407
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& Adams (2003)) but indepth studies are largely missing. The goal of this chapter
is to partly fill this gap: ISO 13407–specifically the descriptions of principles and
activities–is analyzed at a detailed level and an enhanced model proposed.

The background for this work is the author’s and his colleagues’ experience on
using ISO 13407 and the related technical report ISO 18529 (ISO/IEC, 2000). These
references were especially used in the evaluation of the status of user-centered
design practices of companies but also in education and planning UCD activities
(Jokela 2002b), (Jokela 2003), (Jokela, Iivari, Matero, & Karukka 2003), (Jokela
2004a).

At a general level, ISO 13407 was found useful and sense-making: it provides
an overview of UCD in a concise form. However, we identified shortcomings in our
empirical studies, which led to interpretations and refinements in the model. It was
found, for example, that the four-activity lifecycle model (referenced in the next
section) was not precise enough to communicate the status of usability practices to
the stakeholders of the companies. It was also found that the style in which the activ-
ities were described were not concrete enough. Therefore, step-by-step, a revised
model evolved, with seven activities and an outcome-driven way of describing the
activities. We have described how our experience led to the new model in Jokela
(2002a, 2002b, 2003, 2004b).

This experience evoked an interest in studying ISO 13407 in detail, especially
the descriptions of principles and activities that form the usability substance of the
standard3. In this chapter, the descriptions of the principles and activities are ana-
lyzed in detail, both from the viewpoints of presentation and contents, conclusions
drawn, and changes suggested. A result is a revised model (i.e., revised descriptions
of the principles and activities).

This kind of research represents design science (March & Smith 1995): a new
artifact (a model) is developed. A viable research target is to create better artifacts
than earlier ones. Constructing an artifact is a valid research activity if design solu-
tions are justified. The model presented in this paper is based on reasoning: every
change compared with the earlier model (ISO 13407) is justified. Thereby it is sug-
gested that this analysis is a research contribution. Naturally, an artifact also should
be evaluated; evaluation, however, is not in the scope of this chapter.

In the next section, an overview of the main contents of ISO 13407 is given. In
the following section, the analysis strategy is presented. Thereafter, the principles of
ISO 13407 are analyzed. It is shown, for example, that the principles are described
inconsistently, with different categories of statements. Changes to the principles are
then proposed (actually, one proposal is not to use the term principle any more). In
the subsequent section, a similar study is done to the activity descriptions: analysis
of the presentation and contents, and proposals for changes. Based on the analysis, a
revised KESSU 2.2 model is proposed, with preliminary contents (in Appendix 8-3).
The results are summarized, limitations discussed, and implications proposed in the
final section.

3 Issues such as rationale and project planning are excluded from the scope of this paper.
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8.2 Overview of ISO 13407

ISO 13407 starts by defining that “Human-centered design is an approach to inter-
active system development that focuses specifically on making systems usable.” The
objective of the standard is to provide “guidance on human-centered design activi-
ties throughout the life cycle of computer-based interactive systems.” The standard
describes user-centered design from four different aspects:

• Rationale for UCD
• Planning UCD
• Principles of UCD
• Activities of UCD

8.2.1 Rationale

The rationale part briefly describes the benefits that usable systems provide, such as
reduction of training and support costs, improved user satisfaction, and productivity
of users.

8.2.2 Principles

The standard identifies four general principles that characterize user-centered design
and that are not bound to any specific phase of development cycle:

• User involvement4—the active involvement of users and a clear understanding of
user and task requirements

• Allocation of function—an appropriate allocation of functions between users and
technology

• Iteration—iteration of design solutions
• Multi-disciplinary design—different skills are required in UCD.

8.2.3 Planning

The planning part provides guidance in fitting user-centered design activities into the
overall system-development process. Among other things, the standard emphasizes
that project plans should reserve time and resources for iteration and user feedback.
The importance of teamwork and communication is also mentioned.

4 The shorter terms are by the author.
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Fig. 8.1 The lifecycle picture of UCD in ISO 13407

8.2.4 Activities

The core of the standard—as stated explicitly—is the description of user-centered
design activities. The standard provides general descriptions of the UCD lifecycle,
identifies the following four main activities of UCD, and illustrates their relationship
informally in a picture (Figure 8.1):

• Understand and specify context of use—CoU5

• Specify the user and organizational requirements—Reqs
• Produce design solutions—Design
• Evaluate designs against requirements—Evaluation

8.3 Analysis Strategy

ISO 13407 identifies four principles and four activities of UCD, and provides
descriptions for each. But how exactly are the principles described, and what kinds
of issues are included in these descriptions? Is there space for enhancements in the
descriptions?

The descriptions of principles and activities are analyzed from two different
viewpoints:

5 The abbreviations are by the author.
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• Presentation—presentation is analyzed to understand how to describe the prin-
ciples/activities. How are the principles/activities described? What kinds of
statements (issues) are included in the descriptions? To what extent are the
descriptions of the different principles/activities consistent (described in a same
manner)?

• Contents—the contents are analyzed to find places for refinements in the UCD
substance. What are the usability contents of the principles/activities? Are all the
relevant issues included? Is something essential missing?

8.3.1 Analysis of Presentation

In the analysis of presentation, each statement in the description of each princi-
ple and each activity is first categorized. Second, the extent to which the different
categories of statements are used in the descriptions is analyzed to compare the
descriptions. Based on the analysis, improvements to the presentation are proposed.
In summary, the analysis of presentation has the following parts:

• Identification of the category of each statement that is in the descriptions of prin-
ciples/activities

• Analysis of the extent to which the different categories of statements are used in
the different descriptions

• Proposed changes to the presentation of the descriptions of principles/ activities

Due to space limitations, the analysis of each statement cannot be presented
explicitly in this paper. Full analysis of the descriptions (categorization of the state-
ments) can be found from the author’s webpage, http://www.tol.oulu.fi/∼tjokela/
iso_13407_pres_analysis.pdf.

8.3.2 Analysis of Contents

The starting point of the analysis of content is that nothing should be changed
unless there is a good reason. Therefore, only those places in the descriptions where
changes are proposed are discussed. The whole text is not analyzed (as it is in the
analysis of the presentation). Therefore, the analysis of the contents is simpler,
without any subsections. The contents of ISO 3407 (principles and activities) are
highlighted, and changes with justifications are proposed.

8.4 Analysis of the Principles of ISO 13407

The standard identifies four principles of UCD, and provides descriptions for each
of these. In the following sections, an analysis is made from the viewpoints of pre-
sentation and contents.
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8.4.1 Presentation

Each statement in the descriptions of the activities is analyzed and categorized
to understand what exactly is included in the descriptions. Based on the findings,
improvements are proposed.

8.4.1.1 Categories of Statements

The following categories of statements can be identified:

• Characterizations—statements that describe typical phenomena or general truths
about UCD, such as “this is what UCD is typically like.” Example: The effective-
ness of user involvement increases as the interaction between the developers and
the users increases (in user involvement)

• Requirements—statements that define “what should be done” for the successful
implementation of UCD. Example: The resulting human functions should form a
meaningful set of tasks (in allocation of function)

• Definition of concepts—Example: Allocation of function—the specification of
which functions should be carried out by the users and which by the technology.

8.4.1.2 Use of Categories Statements in the Descriptions

The extent to which the different categories of statements are used in the descrip-
tions of the different principles is summarized in Table 8.1. One can conclude that
the descriptions of principles are quite inconsistent:

• Iteration contains only characterizations
• Allocation of functions and multidisciplinary teamwork include only require-

ments
• User involvement includes both categories
• Allocation of function includes a definition

Table 8.1 The extent to which the different categories of statements are used in the descriptions
of the different principles.

User Involvement Allocation
of Function

Iteration Multi-disciplinary
Teamwork

Characterisations ++ ++
Requirements + ++ ++
Definitions +
(empty): no statements
+: 1-2 statements
++: several statements
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8.4.1.3 Proposed Refinements

It is proposed that there would be two sections: General Characterisations and
General Requirements, instead of a single section (Principles). Making a distinc-
tion between these two types of things—characterization and requirements—in the
structure is logical, simply because they are different issues.

Second, it it is proposed that the definitions and terms to be collected into a single
section (such as the Terms and Definitions section of ISO 13407).

8.4.2 Contents

It is agreed that User Involvement and Iteration are characteristic features of UCD—
one cannot typically design usable systems without user involvement and iteration.
It is also agreed that Multidisciplinary Design is a requirement—different skills are
required in UCD.

The following changes in the content of the principles, however, are proposed:

• Allocation of function should not be considered as a principle. The reason is
that the decision what functionality to allocate to the computer and what to the
user is essentially a design matter—not a general issue. Instead, we propose that
allocation of function should be described in the context of a design activity (see
the proposal for the user task design activity).

• Start UCD early should be a new principle (more precisely, a generic require-
ment). Early involvement is critical to the effectiveness of UCD and applies to all
UCD lifecycle. Actually, this issue is mentioned in the General section of activity
descriptions of ISO 13407 (“The human-centered design process should start at
the earliest stage of the project. . . ”).

• Tailor usability methods to suit context should be another new principle (more
precisely, a generic characterization). It is typically not feasible to apply methods
by the book but one has to fit them to the contexts of real projects. This is the
author’s experience (Jokela, Koivumaa, Pirkola, Salminen, & Kantola 2006) and
supported by Wixon (2003).

8.4.3 Summary

It is proposed that

• The titles General Characterizations and General Requirements be used instead
of Principles

• General Characterizations include iteration, user involvement, and tailoring
usability methods

• General Requirements include multidisciplinary teamwork and start UCD early
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8.5 Analysis of the Activities of ISO 13407

The standard identifies five activities of UCD, and provides descriptions for each of
these. In the following, an analysis is made in the same way as the one of principles
(previous section)—from the viewpoints of presentation and content.

8.5.1 Presentation

Each statement in the descriptions of the activities is analyzed and categorized
to understand exactly what is included in the descriptions. Based on the findings,
improvements are proposed.

8.5.1.1 Categories of Statements

The descriptions of activities are longer than the ones for principles, and one can
find several categories of statements:

• Purpose Statements—statements that provide a justification for the existence of
activity. Example: It is important to understand and identify the details of this
context in order to guide early design decisions, and to provide a basis for eval-
uation (in CoU)

• Characterizations—statements that describe typical phenomena or general truths
about an activity. Example: Many organizations have internal user interface style
guides, product knowledge and marketing information which can be useful in
supporting the initial design, particularly when designing similar products (in
Design)

• General Requirements—requirements related to the overall performance of an
activity. Example: The context in which the system is to be used should be identi-
fied in terms of the following.. . . (in CoU)

• Quality Requirements—requirements about the quality of an activity. Example:
The context of use description should. . . specify the range of intended users, tasks
and environments in sufficient detail to support design activity (in CoU)

• Communication Requirements—requirements that address the communication of
the results of an activity. Example: The context of use description should. . . be
made available to the design team at appropriate times and in appropriate forms
to support design activities (in CoU)

• Definitions of Outcomes—the results of activities are defined. Example: The
specification of user and organizational requirements should. . . identify the
range of relevant users and other personnel in the design (in Requirements)

• Methodological Guidance—how to implement UCD activities. Example: Expert
evaluation can be fast and economical and is good for identifying major problems
but is not sufficient to guarantee a successful interactive system (in Evaluation)
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• Identification of Subactivities—the steps required to carry out an activity. Exam-
ple: The process therefore involves the following activities: a) Use existing
knowledge to develop design proposals with a multi-disciplinary input; b). . . (in
Design)

• Definition of Activity Types—an activity is used for different purposes. Example:
Evaluation can be used: a) to provide feedback that can be used to improve
design, b) to assess whether user and organizational objectives have been
achieved, c). . . . (in Evaluation)

• Definitions of Concepts—Example: Long-term monitoring means collecting user
input in different ways over a period of time.

8.5.1.2 Use of Categories Statements in the Descriptions

A summary of the extent to which the different categories of statements are used in
the descriptions of the different activities is provided in Table 8.2. Making a sum-
mary table of contents of the activities is somewhat complex because the activities
are not described at the same level of granularity: Requirements is less than one page
while Evaluate is three pages long.

The analysis discussed above shows that the descriptions of the activities are
quite diverse:

• Overall, the number of statements of the different categories—characterizations,
requirements, outcomes, and methodological guidance—varies a lot

• Generally, CoU and Requirements are simpler than Design and Evaluation
because the latter ones include subactivities and/or different activity types
(Design: 5 subactivities; Evaluation: 3 subactivities, and 4 activity types)

• CoU includes different viewpoints in a rather balanced way; methodological
guidance, however, is missing. Communication requirements are in a significant
role.

Table 8.2 The extent to which the different categories of statements are used in the descriptions
of the different activities

Planning CoU Requirements Design∗ Evaluation∗

Definitions of Concepts +
Purpose Statements + +
Characterizations + + + ++
UCD Content Requirements ++ ++ ++ +
Quality Requirements + ++
Communication Requirements +
Definition of Outcomes + ++
Methodological Guidance
Definition of Subactivities + +
Definition of Activity types +
(empty): no statements
+: 1-2 statements
++: several statements
∗ More detailed analysis of the Design and Evaluation in Appendices 8-1 and 8-2.
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• Requirements has a strong emphasis on requirements and definition of outcomes.
Especially the quality requirements have a significant role. But it provides no
characterizations of the activity or methodological guidance

• Design is mainly described through subactivities, the descriptions of which
mainly focus on characterizations and methodological guidance; requirements
feature in two subactivities (Appendix 8-1)

• Evaluation contains more general descriptions than Design, but is mainly
described through subactivities or activity types. An explicit purpose statement
is given. It is notable that the styles of the descriptions of the subactivities are
quite diverse (Appendix 8-2)

8.5.1.3 Proposed Refinements

It is proposed that activities are described consistently, and each activity described
with the same categories of statements. It is not logical to describe activities with
different styles. For example, if methodological guidance were provided for one
activity, it is logical to provide methodological guidance for other activities, too.

The General section

Currently, the General section identifies the activities, illustrates their mutual inter-
dependence with a picture, and provides some general requirements and guidance.
It is proposed that the style of presenting the picture could be refined.

One should include the outcomes of each activity visually in the picture, as shown
in Figure 8.2 (references Figure 8.1). The activities describe what is being done,
and the outcomes are the results of those activities. The reason for including the
outcomes is that they provide concreteness to the description of the lifecycle: they
make explicit to the reader that there is something concrete that should be produced
as a result of an activity.

Activity Outcome Activity O

Fig. 8.2 UCD lifecycle is visually illustrated through activities (what is being done) and outcomes
(results of the activities)
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Descriptions of individual activities

It is proposed that the descriptions of the activities include the following subsec-
tions:

Purpose

The purpose of each activity should be clearly stated. The purpose statement pro-
vides motivation for the existence of an activity, and makes clear what exactly is
achieved through it. As noted earlier, the purpose is actually mentioned in some
activity descriptions of ISO 13407, but not very clearly nor systematically.

The term purpose is also used in the style of defining processes in ISO 18529
(ISO/IEC, 2000), which is further based on the software process definitions
(ISO/IEC, 1998b). The purpose statements of ISO 18529, however, are much
longer descriptions, including a list of things that are achieved as a result of the
successful implementation of the activity.

Characterization

Characterization of an activity should be provided. Characterization is analogous
with the general characterization of UCD. Characterization provides descriptions of
the typical phenomena and things that happen in the context of a specific activity:
characteristic features, level of difficulty, typical problems, the required expertise,
etc., depending on the contents of the activity. As we saw earlier, characterizations
of activities are also provided in ISO 13407, but not systematically.

Definitions of Outcomes

Outcomes are produced as a result of carrying out activities. Outcomes are
typically—but not necessarily always—concrete deliverables (e.g., documents
or prototypes) that should be produced as a result of a usability activity. Outcomes
are a core of activity definition, and they should be made very explicit and clear.
Definitions of outcomes are a core part of activity descriptions because outcomes
are the concrete things that should be produced by an activity. The outcomes are the
specific should things of an activity description: they should be produced.

Requirements

This subsection includes the specific UCD content requirements for the activity,
if any. UCD content requirements: these may be required in the context of some
activities, but typically an activity specific statement is not required (see above).

Methodological Guidance

Overall descriptions of methodological alternatives that enable us to carry out activ-
ities and produce the outcomes should be provided. The aim is to give an idea about
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different alternatives that enables the activity to be carried out, not to describe the
methods in detail or to present a comprehensive list of different methods.

This is a section that is probably not a necessary one in the context of a general
model – the idea is to keep the model method independent. In ISO 13407, method-
ological guidance is provided in the context of some activities (specifically Evalu-
ation), but not systematically. A reference to methods that can be used to perform
the activity (i.e., to produce the outcomes) is, however, important for the practical
implementation of the activity.

Subactivities (not to be included)

In ISO 13407, subactivities are used in the definition of the (sequential) steps of the
Design and Evaluation activities. It is proposed that these kinds of descriptions are
included in the Characterization subsection. They are descriptions on what typically
happens in the activity. They should not be formative (as they partly are now in ISO
13407), but descriptive.

Activity types (not to be included)

Definition of activity types—activity types can be found from the description of
Evaluation in ISO 13407, meaning that an activity can be used for different purposes
(specifically, “to provide feedback” and “to assess whether . . . objectives have been
achieved”). It is proposed that such different activity types should be defined as
separate activities.

Quality and communication requirements (not to be included)

Quality and communication requirements are not required at the activity level, as
they are now described at the General section (see below).

8.5.2 Contents

The changes for contents are discussed separately for the General section, contents
of individual activities, and set of activities.

8.5.2.1 The General Section

It is proposed that some requirements—applicable to all activities—could be added.
These requirements are defined for some activities in ISO 13407, but it is proposed
that these are general ones:

• It is essential that activities produce outcomes. Therefore, a general UCD content
requirement is proposed. The requirement could be formulated as: “The outcomes
of the activities should be produced.” This is a key content requirement and
should be applicable to all activities (see also below)
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• A general quality requirement is proposed. The importance of quality is
relevant—the activities should be carried out using appropriate methods, by
people that have appropriate skills—and should be a requirement to all activities.
It is proposed that a statement such as “Each activity should produce appropriate
outcomes, by using appropriate methods that are professionally implemented” is
applicable to all activities and could be included in the General section. Another
alternative would be to include quality requirements in the description of each
activity separately. This general statement, however, covers those kinds of quality
requirements of individual statements that are now used in ISO 13407 (such as:
“. . . context of use description should . . . specify the range of intended users . . .
in sufficient detail to support design activity”)

• A general communication requirement should be given. The importance of com-
municating the results is applicable to all activities, and should be a requirement
for all activities. It is proposed that a statement such as “The outcomes should
be effectively communicated to the other relevant activities” is applicable to all
activities, and could be mentioned in the general section of activity descriptions.
It covers individual statements of ISO 13407, such as “the context of use descrip-
tion should . . . be made available to the design team at appropriate times and in
appropriate forms. . . ”

8.5.2.2 Contents of Individual Activities

When each activity is described using the subsections proposed above, the descrip-
tion of each activity changes to some extent (for example, context of use would
include characterizations that are now missing).

In addition, there are also some other changes that are proposed:

• Requirements—now there are overwhelmingly many requirements. It is proposed
that the description of the activity is made simpler, focusing on usability require-
ments (reflecting the purpose of UCD, “making systems usable”)

• Design

• The description should not be based on prototyping that is basically just a
method (even if an important one). Prototyping could be described informally
in the Characterization subsection

• Should mention more widely the different kinds of interaction elements (hard-
ware, mechanics, documentation, training, packaging, help desk, and customer
support) that are subjects of UCD. All those different elements have an impact
on user experience

• Discussion on evaluations should be decreased. The interplay between design
and evaluation is a UCD life-cycle issue, and a more natural place for such
discussion is in the General section.

• Evaluation

• Overall—too extensive description compared with other activities
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• Usability testing should be discussed as a method, not as a requirement. One
probably cannot do effective UCD without usability testing; but still it is just
a method. The core thing is to reveal usability problems (in qualitative tests),
no matter what the method is

• Evaluation types should be removed because they are activities with a different
purpose. Instead, one should define separate activities for the different types
of evaluations (formative and summative evaluations—see discussion below)

• Field validation and long-term monitoring should be described as methods
rather than basic activities. In fact, a better place for these methods could be
in the Requirements activity—long-term monitoring of an existing system is
used when the requirements of a new (version of a) system are determined

8.5.2.3 The Set of Activities

ISO 13407 identifies four activities (Figure 8.1). The following new activities, or
changes in the existing activities, are proposed:

• Identifying the users should be an explicit, new activity. Identifying users is a
very basic UCD activity—one needs to know users as a basis for other activities.
Further, it is not a trivial activity—for example, determining the user categories
for consumer products is all but simple. In ISO 13407, the identification of users
is mentioned in the description of context of use but almost hidden in the text6

• Context of use should be a multiple-instance activity because context of use anal-
ysis should be carried out separately for each user group. The contexts of use of
different users may differ significantly from each other

• A new activity, user task design, should be added, as a core activity of UCD. It
should be a separate activity from Design because their scopes are different (work
design vs. design of interaction elements). Allocation of function—a principle in
ISO 13407—fits naturally into this activity

• The Evaluation activity should be split into two separate activities: formative
evaluation (usability feedback) and summative evaluation (usability verification).
Although both of them are evaluations, their scopes are different—identifying
problems in designs vs. checking the conformance against requirements. The
outcomes are also different

8.5.3 Summary

It is proposed that

• The Generic section includes a revised picture of activities, and defines those
requirements that apply generally to all activities

6 It is stated: “The context . . . should be identified in terms of . . . the characteristics of the intended
users. . . ”
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• Activities are described consistently with the same style—purpose, characteriza-
tion, outcomes, requirements, and methodological guidance

• Contents of some activities are refined
• New activities are defined—user involvement, multiple instances of context of

use, user task design
• Evaluation is divided into formative and summative evaluations

8.6 The KESSU 2.2 Model

The outline of the revised KESSU 2.2 model is summarized in Table 8.3. Most parts
of the contents are discussed and justified in the previous sections. In addition, a
Purpose section is proposed. In the introductory section of ISO 13407, it is stated,
“Human-centered design . . . focuses specifically on making systems usable.” This
is a clear purpose statement for UCD—it gives a reason for the existence of UCD
and makes it clear what exactly will be achieved with UCD. It is proposed that this
kind of purpose statement is clearly mentioned in the overview section. The outline
also includes Terms and Definitions, because the principle and activity descriptions
of ISO 13407 include definitions of terms.

Table 8.3 The contents of the refined model in comparison with ISO 13407

Revised Descriptions Comparison with ISO 13407

Terms and Definitions New terms added from the descriptions of
the principles and activities

Purpose Mentioned in ISO 13407 but not in the body
text.

General Characterizations Under principles in ISO 13407
User Involvement In ISO 13407
Iteration In ISO 13407
Tailoring of Usability Methods Not in ISO 13407

General Requirements Under principles in ISO 13407
Multidisciplinary Teamwork In ISO 13407
Start UCD Early Mentioned in the General subsection of

Activities
(not included) Allocation of function

Activities In ISO 13407
General Visual picture changed Some new require-

ments that apply to all activities added com-
pared with ISO 13407: UCD content, quality
and communication requirements

Identification of Users Not in ISO 13407
Context of Use (multiple instance) Single instance in ISO 13407
Requirements In ISO 13407
User Task Design Not in ISO 13407
Produce Design Solutions In ISO 13407
Usability Feedback (Formative Evaluation) Part of evaluation in ISO 13407
Usability Verification (Summative Evaluation) Part of evaluation in ISO 13407
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In addition, each activity is described with five subsections:

• Purpose
• Characterization
• Outcomes
• Requirements
• Methodological guidance

These descriptions of activities differ more or less from the ones of ISO 13407,
depending on the activity.

Probably the core of the KESSU 2.2 model is the set of activities—as is in ISO
13407. The activities are visually described in Figure 8.3. The circle shape is inher-
ited from the figure of ISO 13407 (Figure 8.1). The differences are the revised set
of activities, and the visually illustrated outcomes. Another specific feature is the
different color of the interaction design activities and other activities, to empha-
size the different nature of these activities—interaction design produces the product
solutions, while other activities feed user-driven input to the design activity. This
is also illustrated with the arrows from other activities to the interaction design
activity. A third specific characteristic is the business drivers that are an input to
the requirements activity.

Overall, most of the categories of issues that can be found in ISO 13407 are
included in the revised model. However, the revised model includes quite a number
of new and different features. Draft contents are presented in Appendix 8-3.
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Fig. 8.3 The user-centered design lifecycle model
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8.7 Discussion

A revised model—i.e., descriptions of the principles and activities—of ISO 13407
is proposed. The KESSU 2.2 model is based on an analysis of the descriptions of
ISO 13407. Each change compared with ISO 13407 is justified. In brief, the KESSU
2.2 model has the following main features:

• The UCD lifecycle is described from four viewpoints—purpose, general charac-
terization, requirements, and activities

• General characterizations include user involvement, iteration, and tailoring
usability methods

• General requirements include multidisciplinary teamwork and starting UCD
early

• Seven UCD activities (one a multiple instance), and a revised picture
• Purpose, characterizations, outcomes, requirements and methodological guid-

ance are systematically included in the description of each activity.
• As an example of a solution at a detailed level—the allocation of function is a

requirement of the Interaction Design activity (not a general principle, as it is in
ISO 13407)

Overall, the aim is that the model should make the user-centered design lifecycle
more systematically defined, and more concrete and unambiguous. The model is
enhanced with the general characterizations and requirements (principles) and more
systematic descriptions of activities.

8.7.1 Limitations

This work is based on a detailed analysis of ISO 13407, and the new features are
justified, partly based on the author’s long experience of using ISO 13407. The
proposed model, however, is in an evolution phase—many of the descriptions are
the result of the writing process of this chapter.

An elementary part of constructive research is the evaluation of an artifact. A
limitation of this work is that there is little empirical evidence on how the struc-
ture works in practice. We have some good experience on using the visual lifecycle
model and preliminary activity descriptions in assessments and training (e.g., Jokela
2004a). However, we do not have any empirical evidence on the details of the spe-
cific descriptions presented in this chapter, part of which evolved during the writing
process.

8.7.2 Implications to Practitioners

Overall, the model is meant as a general reference to UCD. The model represents
a high-level abstraction of user-centered design and is addressed to an audience
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not specialized in usability, such as project managers (as is ISO 13407), software
designers, and marketing representatives.

The main audience, however, would probably be usability practitioners and user
interface designers. Rather than project managers and software designers etc. read-
ing about usability and user-centered design by themselves, it is more likely that
usability practitioners give presentations about UCD to them. It is hoped that the
KESSU 2.2 model would serve as a concise reference for developing such presen-
tations. Another important target would be teaching in student classes.

Further, the model could serve as a general reference for planning usability
activities in development projects. The model is method independent, and allows
consideration of different methodological approaches. In addition, the model could
be used as a reference in assessing the status of UCD practices in companies—this
is actually the environment where the main features of the model were developed
(Jokela 2004a).

8.7.3 Further Research Topics

This chapter presents a revised model of UCD. A model is an artifact, but there
exists no perfect artifact, and neither of the models should be understood as the
truth. In fact, it is supposed that many disagree with (parts of) the models. If this is
the case, it can be seen as a good sign—it means that the models are clear enough to
be argued for or against. Complementing analytical viewpoints and constructs from
other researchers are more than welcome.

A natural path for further research would be empirical studies on the usefulness
and applicability—and further development—of the proposed models. The ideas
presented in this paper—or possibly its modifications—should be empirically eval-
uated and further developed in a human-centered way. To what extent does it work,
and what are the areas of further improvement when it is used as a tool in commu-
nicating and providing UCD training, assessing companies’ UCD practices, or as a
reference in planning UCD activities.

Anyway, I believe that it is most relevant to carry out research on developing
general models of UCD, which are method-independent, clear, unambiguous, and
communicative.
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Appendix 8-1: Content Analysis of the Design Activity

Table 8A-1 Content analysis of the Produce Design Solutions activity. Each column represents a
subactivity defined in the description

Use Existing
Knowledge

Make Design
Concrete

Present
Design
Solutions

Alter and
Iterate

Manage
Iteration

Definitions of
Concepts

Purpose Statements
Characterizations ++ ++ ++ +

(Continued)
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Table 8A-1 (Continued)

Use Existing
Knowledge

Make Design
Concrete

Present
Design
Solutions

Alter and
Iterate

Manage
Iteration

UCD Content
Requirements

+ ++

Quality
Requirements

Communication
Requirements

Definition of
Outcomes

Methodological
Guidance

+ ++ +

Definition of
Sublife-cycle

Definition of
Activity Types

Appendix 8-2: Content Analysis of the Evaluation Activity

Table 8A-2 Planning and Reporting Results are generic subactivities—the activities marked with
∗ represent different types, being alternative

Planning Provide
feedback∗

Assess
whether
objectives
met∗

Field
validation∗

Longterm
monitoring∗

Reporting
Results

Definitions of
Concepts

+

Purpose Statements +
Characterizations + +
UCD Content
Requirements

++ ++ + ++

Quality
Requirements

+ ++

Communication
Requirements

Definition of
Outcomes

++ ++

Methodological
Guidance

+ ++ +

Definition of
Sublifecycle

Definition of
Activity Types

+
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Appendix 8-3: The KESSU 2.2 Model of UCD with Preliminary
Contents

This appendix provides contents for the KESSU 2.2 model described in the body
text of the chapter. Part of the text is directly taken from ISO 13407—partially
the text is produced by the author. One should especially understand that the text
produced by the author has not been evaluated.

The contents described below could be described at a more detailed level. With
the page limitation of this chapter, the descriptions cannot be as detailed as in ISO
13407. For example, the elements of context of use could be described in more detail
as it is in ISO 13407.

Overview

The UCD lifecycle is characterized by purpose, definition and picture, characteriza-
tion, and requirements.

Purpose of UCD

User-centered design is an approach to interactive system development that aims to
make systems usable7.

Characterization of UCD Lifecycle

User-centered design is characterized by user involvement, iteration of design solu-
tions, and tailoring of usability methods. The effective implementation of user-
centered activities typically includes these phenomena being present.

User Involvement

Effective UCD practically requires user involvement. The involvement of users in
the development process provides a valuable source of knowledge about the context
of use, the goals and tasks of users, and how users are likely to work with the future
product or system. The effectiveness of user involvement increases as the interaction
between the developers and users increases. The nature of user involvement varies
depending on the design activities that are being undertaken. There are usability

7 Usability—the extent to which a product can be used by specified users to achieve specified goals
with effectiveness, efficiency, and satisfaction, in a specified environment of use.
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methods that do not require user participation. These methods alone, however, are
typically not sufficient for achieving good usability.

User involvement is typically an elementary part of designing usability, and it
is unlikely that good usability can be designed without user involvement. However,
user involvement should not be regarded as a normative requirement—especially
not in the sense of “the more user involvement, the better,” One should be open and
give space for new innovative design methods that could lead to good usability with
less user involvement (which often takes a lot of resources).

Iteration of Design Solutions

UCD activities typically need to be carried out iteratively. For example, the first
user interface designs are seldom—if ever—good ones, but rather need to be revised
based on the feedback from usability evaluations. Iteration, typically combined with
active user involvement, is an effective means of minimizing the risk that a system
does not meet user and organizational requirements. Iterations allow preliminary
design solutions to be tested against real world scenarios, with the results being fed
back into progressively refined solutions.

Iteration is typically needed when designing usability, and it is unlikely that good
usability can be designed without iteration. However, one should be open and give
space for new innovative design methods that could lead to good usability with less
iteration. Therefore iteration is—as is user involvement—identified as a characteri-
zation, not a requirement, of UCD.

Tailoring Usability Methods

Projects typically have tight schedules and resource constraints, and one hardly ever
has available all the resources and time for UCD work that one would like. One
should be innovative—but professional to—find and use effective UCD methods
that meet both the time schedule and resources of the project.

Requirements for UCD Lifecycle

The basic requirement is to effectively implement the UCD activities. To achieve
the effective implementation of UCD activities, there are some general requirements
that need to be fulfilled.

Multidisciplinary Professional Skills and Resources

Multidisciplinary design is needed because different kinds of knowledge and a vari-
ety of skills are needed in UCD. Typicall,y people with different roles participate—
end user, purchaser, application domain specialist, marketer, user interface designer,
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visual designers, usability specialist, technical author, trainer, support person, etc.
Resources typically include facilities such as usability laboratories, and tools such
as prototyping environments.

Special attention should be paid to usability skills. The usability profession is not
yet a totally established one.8 The book of knowledge for the usability profession is
under development (e.g., by thee Usability Professional’s Association), but is still a
work in progress.

One should ensure that the knowledge, skills, and creativity of the members of the
project team are effectively utilized for better designs, as well as in UCD methods.
This is a kind of general principle—applicable to any kind of teamwork—but it is
particularly important in designing usability. Usability, in the end, is specifically
achieved through interaction between people with different skills.

Do UCD Early

The human-centered design process should start at the earliest stage of the project
(e.g., when the initial concepts for the product or system are being formulated), and
should be repeated iteratively until the system meets the requirements.

Becoming involved too late in development projects is a problem that is often
reported by usability practitioners. The consequence is that decisions are made that
may inhibit usable solutions. The main reason is probably that usability specialists
are involved too late in the development process when the main design decisions—
also impacting on usability—are made. System architecture, for example, may be
designed so that it limits the implementation of effective user tasks.

UCD Activities

General

There are seven human-centered design activities that should take place during a
system development project. These activities are

• Identification of users
• Context of use analysis (multiple instance)
• Usability requirements determination
• User task design
• Interaction design

8 People without usability background can successfully participate in usability work in specific
roles. However, usability professionals are required to plan and facilitate usability activities.
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• Usability feedback
• Usability verification

The lifecycle is illustrated in Figure 8.3 in the body text. The picture should be
understood as an informal one. The intention is to provide an overview of the inter-
dependencies of the activities and the concrete things (outcomes) that are produced
during a UCD lifecycle. The lifecycle is described visually as a circle, although it
is basically formed of a logical sequence of activities. A circle is used because the
model is based on the picture of ISO 13407. It also pinpoints iteration—one typical
characteristic of user-centered design.

Further, there is a distinction between the six usability activities and one interac-
tion design activity (a different color). The distinction is made because the two kinds
of activities have a fundamental difference. Usability activities produce user data,
such as user descriptions, usability requirements, and results from evaluations—but
no designs. Interaction design produces the actual user interaction designs: GUI
designs, user interface software, user documentation, and so on. In other words, the
role of usability activities is to feed data to the interaction design, and the role of
interaction design is to transform this data into (usable) designs. This separation is
also useful because those who do usability (usability specialists) are often not the
same people as those who produce designs (software and other designers). More-
over, the model illustrates that it is not enough to introduce usability activities—
usability activities have no value unless the results are taken into account in the
design activities.

Identification of Users

Purpose

The purpose of the activity is to provide 1) an understanding of who the users of the
system under development are, and 2) to categorize the users in an appropriate way.

Characterization

Each user is an individual. There are a number of different factors based on which
one could categorize the users, such as demographic factors, job roles, environments
where the system is used, and life style. This is not a trivial activity. The challenge
is to define an appropriate categorization.

Outcomes

• Definitions of the user categories—an identifiable name should be given to each
user group and the importance of each group (e.g., on the basis on how many
users belong to this group) should be determined
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• The relevant characteristics of each user group—characteristics should be
described for each group. These may include job descriptions, knowledge,
language, physical capabilities, anthropometrics, psychosocial issues, motivation
for using the system, priorities, etc.

Methodological Guidance

Typical methods are stakeholder meetings, interviews, various field studies, and per-
sonas.

Context of Use (COU) Analysis

Purpose

The purpose of the activity is to establish the goals of users, characterize the tasks of
users, the technical, organizational and the physical environment—as relevant—in
which the product system will operate.

Characterization

The nature of this activity is data elicitation and analysis. It produces information
about users, their goals and tasks, and problems in performing tasks, etc. On the
other hand, this activity is not a decision-making activity—the User Requirements
activity makes conclusions based on the CoU information for the goals and require-
ments of the systems.

This activity needs to have an instance for each user group identified by the pre-
vious activity: the context of use may be different for each user group.

Outcomes

The activity should produce the following outcomes:

• User goals (Accomplishments) should be determined in terms of what users need
to accomplish with the product, not in terms of the equipment, functions, or fea-
tures of the software. It is important to understand that the user goal is a result,
not a name or a description of a task

• Task characteristics—users achieve goals through tasks. The characteristics of
the tasks describe the nature of the tasks—for example, frequency, duration of
performance, criticality for errors, and whether the tasks are carried out under
pressure or in a stressful situation
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• Environments of use—the operational environment where the product is used
should be regarded as relevant. Environment descriptions may include technical,
physical, and social factors

Methodological Guidance

Typical methods are stakeholder meetings, interviews, and various field studies.

Usability Requirements Determination

Purpose

The purpose of this activity is to define the user-driven requirements for the design
of the product under development.

Characterization

An essential nature of this activity is decision-making: one should derive verifiable
requirements from the large amount of data produced by the CoU activity. While
business goals should drive the all usability activities, they especially should drive
this activity. One should understand that usability requirements might contradict
with other requirements. Resolution between conflicting requirements should be
performed in this activity.

Outcomes

• Usability Requirements—usability requirements are the required performance of
the product from the user-task performance point of view. Usability requirements
can be given in terms of effectiveness, efficiency, and satisfaction in a quantitative
way, as defined in ISO/IEC (1998a).

Requirements

The outcomes should be professionally produced and the results effectively com-
municated to the other activities.

Methodological Guidance

There is guidance for how to define usability requirements, such as in ISO/IEC
(1998a).
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User-Task Design

Purpose

The purpose of this activity is to design how users are to carry out their tasks with
the new system that is being developed.

Characterization

This is the design phase where the work of the users is designed—what are the
accomplishments that their product will support, and what are the scenarios of steps
for how these accomplishments are reached. This phase is not yet the design of
user-interface elements. It is essential to understand that better usability means bet-
ter work practices. Special attention should be paid to the allocation of function
between users and technology.

Outcomes

• This design activity produces a set of descriptions for the new work practice of
the users (i.e., how the user will carry out the tasks with the new system)

Requirements

Typical methods are different scenario methods. The outcomes can be described by
methods such as storyboarding.

Interaction Design

Purpose

The purpose of this activity is to design those elements of the product with which
users interact. These elements include interaction and graphical design of user inter-
face, user documentation, user training, user support, etc.

Characterization

This activity is different in one essential respect compared with the other activities
of this category—a full output of the activity is typically produced even if there is
no user-centeredness in the project (user interfaces and user documentation can be
produced without any user-centeredness). Another specific feature of this activity is
that the different outcomes are designed in parallel.
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Outcomes

• User interface designs—user interface elements, visual design, interactions, etc.
• User documentation
• User training plans and materials
• Packaging
• User support procedures

Methodological Guidance

The designs are based on input from earlier activities, and feedback from evalu-
ation activities. In addition, applicable interaction-design guidelines and standards
should be applied. People from different functions (user interface development, user
documentation, customer training) typically work together.

Usability Feedback

Purpose

The purpose of this activity is to provide qualitative usability feedback on the system
under development (including user documentation, user training, etc.).

Characterization

This is often a key activity in UCD. Different methods exist. This activity is typically
highly iterative with the Interaction Design activity.

Outcomes

• Usability feedback is qualitative feedback on the usability of a design proposal.
This outcome is typically an iterative set of evaluation results that identify those
parts of the design solutions that work, and those that should be improved.

Methodological Guidance

Typical methods for this activity are qualitative usability tests and various usability
inspection methods.
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Usability Verification

Purpose

The purpose of this activity is to verify the extent to which the product under
development (including user documentation, user training, etc.) meets the usability
requirements.

Characterization

This activity addresses the evaluation of usability typically from the user-task per-
formance aspect. Those activities that evaluate the generic, nontask-driven issues
(for example, heuristic evaluation) are activities of the Usability Feedback activity.

Outcomes

• Verification results based on usability requirements. The product is evaluated to
determine to what extent the product meets the defined usability requirements
and a report of the adherence is produced.

Methodological Guidance

The key method is typically usability testing, but also other methods that provide
measures—such as questionnaires or model-based methods—can be applied.
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Abstract The goal of this chapter is to present a design space for tools and meth-
ods supporting remote usability evaluation of interactive applications. This type of
approach is acquiring increasing importance because it allows usability evaluation
even when users are in their daily environments. Several techniques have been devel-
oped in this area for addressing various types of applications that can be used in
different contexts. We discuss them within a unifying framework that can be used to
compare the weaknesses and strengths of the various approaches and identify areas
that require further research work to exploit all the possibilities opened up by remote
evaluation.

9.1 Introduction

In this chapter, we present and discuss a design space for remote usability evalua-
tion. This type of approach to usability evaluation is characterized by the fact that
users and evaluators are separated in time and/or space (Hartson, et al. 1996). Thus,
it still requires the involvement of these two actors (user and evaluator), but it relaxes
the constraint that they need to be present at the same time in the same place. The
motivations for remote evaluation are various:

• Usability laboratories can be expensive to set up because they require dedicated
sites with specific equipment

• Moving users to the usability laboratory can be difficult and expensive as well, in
particular for expert users, whose time is costly. Indeed, it can be difficult to find
an adequate number of users willing to move to a usability lab for a test

• Remote evaluation can be useful to analyze user behavior in their daily environ-
ment (e.g., workplace, home, and so on), thus in more realistic settings

• It facilitates the possibility of a continuous evaluation, even after the first release
of the application

Some studies have investigated to what extent remote evaluations yield results
similar to lab testing. For example, Tullis (Tullis, et al. 2002) found that remote
evaluation in the field yielded results that were largely similar to studies in the lab.
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There are several methods that support some kind of remote usability evaluation.
They differ in the type of information that is made available to the evaluator and
how it is provided to them. Ivory and Hearst (2001) wrote an interesting review of
the state-of-the-art on automating usability evaluation of user interfaces, in which
some methods and tools in the area of remote evaluation were considered as well. In
this chapter, we provide a more updated and focused discussion of the state-of-the-
art in remote evaluation through a more refined framework for this area that high-
lights the important aspects to consider when analyzing approaches within it. More
specifically, the framework proposed in this chapter is defined by analyzing various
dimensions. The first one considers the type of interaction that occurs between the
user and the evaluator, and is strongly connected with the possibility of having a
co-presence (in terms of time) between the user and the evaluator. Another dimen-
sion involves the techniques that can be used to gather information on user sessions
(server/proxy/client logs, webcams, eye-trackers, and other sensing technologies)
and the information provided, which are useful for the evaluation. Another interest-
ing dimension we consider is the type of platform used for interaction. In this regard,
we plan to distinguish access through desktop or mobile devices, for example, and
discuss how the choice of platform affects the aspects to consider in the evaluation.
The last dimension regards the type of application considered (for instance: Java-
based, Web-based, etc.). A discussion about the potential correspondences between
such dimensions should shed some light on which techniques/technologies evalu-
ators should direct their attention to obtain the desired information, therefore pro-
viding them with a better understanding of techniques for remote evaluation of user
sessions and how to use them to identify problematic parts of interactive applications
and make improvements accordingly (when necessary).

To summarize, the relevant dimensions we have identified for analyzing the dif-
ferent methods for assessing remote usability evaluation are:

• The type of interaction between the user and the evaluator
• The platform used for the interaction (desktop, mobile, vocal, etc.)
• The techniques used for collecting information about the users and their behavior

(graphical logs, voice and/or Webcam recordings, eye-tracking, etc.)
• The type of application considered in terms of implementation environment

(Web, java-based, .NET, etc.)
• The type of the evaluation results (task performance, emotional state) provided

In the next sections, we use the framework composed of such dimensions to
discuss a number of techniques that can be used to perform remote evaluation of
user sessions (logging technology, interaction platform, semantic analysis), along
with a review of the most relevant works in the area together with a discussion
about issues that have been resolved from the perspective of usability evaluation
and problems that are still open.

To make the discussion more concrete, we also discuss our own experiences in
this area, including our method (and the related tool) for remote usability evaluation
of websites that considers information from user tasks, log files, videos recorded
during user tests, and data collected by an eye-tracker (Paternò, et al. 2006).
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9.2 The Type of Interaction between the User and the Evaluator

There are different methods and techniques that can be applied to perform a remote
evaluation. One important dimension that can be used to classify them is how users
and evaluators actually interact between themselves.

Bearing in mind that remote evaluation assumes that users and evaluators are
separated in space, the type of interaction occurring between users and evaluators
strongly depends on the type of synchronization occurring on time. Indeed, while
the asynchronous evaluation method assumes that evaluators might not be neces-
sarily available at the time when the user session is taking place (and therefore,
there is no possibility for the evaluator/moderator to deliver immediate input for
impromptu changes), it is the opposite with synchronous evaluations. As an exem-
plary case of synchronous evaluation, we mention collaborative usability evaluation
methods via the network, in which evaluators in usability labs are connected to
remote users via commercially available teleconferencing software (e.g., Microsoft
Netmeeting), supporting real-time application sharing, audio links, shared draw-
ing tools, and/or file transfer capabilities. Below, we describe the various possibili-
ties for both synchronous (first bullet) and asynchronous evaluation (second-fourth
bullets):

• Remote Observation—this implies that users and evaluators are separated in
space but are active at the same time and connected through some tool (for exam-
ple, video conference tools) that allows the evaluator to observe the actual user
behavior in real time

• Remote Questionnaires—this is a technique that allows users to provide their
feedback through a series of questions made available electronically

• Critical Incidents Reported by the User—in this case, the user directly reports to
the evaluator when an incident occurs

• Automatic Data Collection—this is the method that has stimulated the most inter-
est because there are many ways to collect data regarding user behavior and then
analyze it. The potential information ranges from browser logs, to videos taken by
Web-cams, to eye-tracking data. This case also includes our approach (Paternò,
et al. 2006), which will be described in Section 9.7.

To assess the pros and cons of such options, we can notice that on the one hand,
remote observation provides the evaluator with more capabilities for observing the
session and also for intervening during the session. Furthermore, the simultaneous
presence of evaluator and user brings the additional advantage of not requiring a
particularly strong effort for an a posteriori analysis of the collected data, because
most of this work should be already carried out by evaluators during the session.
On the other hand, remote observation strongly limits the number of users that can
be evaluated at a time and, additionally, it might also happen that the behavior of
the users might be affected to some extent by their awareness of being currently
observed by the evaluator.

Remote questionnaires and critical incidents are useful because they report
aspects that the users themselves noticed and judged relevant from the point of
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view of usability. However, the result of such techniques might be compromised
by the fact that the reporting time is generally postponed with respect to when
the problem appeared. Therefore, retrospective reporting and questionnaires might
be subjected to loss of detail, which can hinder the reconstruction of the original
problem.

The last technique (automatic data collection) on the one hand guarantees gath-
ering a vast amount of detailed data, which, on the other hand, generally claim a
non-irrelevant effort and time for being correctly interpreted by humans, in absence
of appropriate automatic data analysis techniques.

9.3 The Platform Used for the Application Interaction

One of the main characteristics of the rapid evolution of information and communi-
cation technologies is the wide availability of various types of interaction platforms.
The desktop is no longer the only device that even nonprofessionals use for access-
ing their applications. There is a wide variety of interaction platforms on the market,
which can largely differentiate in terms of interaction resources (such as screen size,
etc.) and supported modalities.

Heterogeneous platforms raise specific issues that should not be neglected for
the purposes of remote evaluation. For instance, mobile systems are typically used
in highly dynamic contexts, and remotely evaluating mobile users requires the use
of specific techniques able to capture and identify usability problems that might
be experienced in mobile use. One exemplary issue in remote usability evalua-
tion involving mobile users is that they are physically moving, and such changes
in the context might imply a number of known and unknown variables poten-
tially affecting the set up (for instance, when increasing the amount of physical
activity, a significantly increased subjective workload might be experienced by the
users). In addition, the use of a particular platform should also be considered, with
the objective of identifying the appropriate means for collecting user data in the
remote site. For instance, eye-tracking systems are clearly useless for recording
user interactions with only-voice applications. Therefore, a current issue for this
dimension is represented by the capability of the different techniques for remote
evaluation to dynamically vary the information that should be collected about the
users, so as to cope with the potential issues that the specific platform in use can
introduce. The expected objective is providing the evaluator with the most com-
prehensive picture of all the aspects that might have affected the interaction, to
always be in a position to correctly derive the potential causes of a usability problem
that occurred on the client side. As previously mentioned, gathering information
about the current environment is extremely important for a mobile user, because
the environment can often change, while it becomes less important for a station-
ary user interacting with a desktop application because the environment is almost
fixed.

In this section, we analyze how the remote evaluation methods address the issues
raised by the specific platforms.
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9.3.1 Desktop Applications

Since most applications have been developed for the desktop, the majority of remote
evaluation methods have addressed this type of platform. In Hartson, et al. (1996),
one of the first examples of remote-control evaluation is described. The remote-
control method checks a local computer from another computer at a remote site. The
user is separated from the evaluator in space and possibly in time. The two comput-
ers can be connected through the Internet, or through a direct dial-up telephone line
with commercially available software (e.g., Timbuktu TM, PC Anywhere). Using
this method, the evaluator’s computer is located in the usability lab where a video
camera or scan converter captures the users’ actions. The remote users remain in
their work environment and audio capture is performed via the computer or tele-
phone. If the audio capture is via telephone, the evaluator and user remain connected
at the same time. Alternatively, equipment in the usability lab could be configured to
automatically activate data-capture tools based on the use of a particular application.
This is an example of quite a flexible technique for asynchronous remote evaluation,
which is restricted to use on desktop systems due to some software limitations on
the underlying hardware (e.g., PC Anywhere only operates on PC platforms).

9.3.2 Vocal Applications

As for the vocal platform, interest is arising in studying this modality because the
associated technology is becoming more reliable and robust in different systems
in everyday use. The most exemplary case is that of the automatic response sys-
tems commonly used for completing user tasks such as banking, paying bills, and
receiving train/flight information. Such systems can accept both speech and touch
tone inputs, and in response provide relevant information through voice, email,
text messaging, and fax. Most companies are seeing such systems as an immedi-
ate cost saver because call centers are becoming too expensive to be operated by
humans.

As speech applications advance, so does the need for a means to evaluate vocal
user interfaces (VUIs), to be able to assess how a user interacts with a vocal appli-
cation. In this respect, we have to say that sometimes methods that are commonly
applied in GUI evaluation are also applied to the evaluation of VUIs, although this
translation is not a perfect fit. Indeed, the sequential nature of speech means that
VUIs are inherently more restrictive than GUIs, and therefore fewer choices can be
explored with a VUI in a certain time interval, with respect to what can be done
with a corresponding GUI. One of the consequences from the point of view of
usability evaluation is that, the number of tasks carried out in a certain interval of
time by interacting with a VUI will deliver a lower value when compared with a
corresponding GUI, without being necessarily a sign of a bad vocal user interface
usability.
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Furthermore, it should be kept in mind that only using speech as an interaction
medium might represent a burden on users’ memory, meaning that not only VUI
users should be focused on a smaller set of choices, and in a narrower context, but
also that without visual cues and a well-established mental model, they are even
unlikely to understand what choices are available to them. The consequence is that,
without careful design, these limitations can severely diminish the general usability
of the vocal application.

Despite the limitations noted above, well-designed voice applications have
proven to be both engaging and effective. Some novel evaluation methods for
these interfaces are under development, and several experiments in the lab have
already been done—although, with the proliferation of cellular and wireless phones,
evaluations of VUIs in lab environments suffer from unrealistic settings because
they are very different from the real contexts of use.

Several techniques can be envisaged for evaluating vocal user interfaces and,
more specifically, automatic response systems. Among them, we cite surveys, call
recordings, and call logs. Surveys are issued after a call is completed, but some-
times callers do not complete the call, hence never reaching the survey. As for call
recordings, most VUI systems record caller interactions, because call recordings
tell the VUI designer exactly what happened during each call. They have several
shortcomings—they cannot tell the designer what the caller was trying to do, how
the caller felt, or why the caller did what s/he did. Another shortcoming is the mas-
sive amount of effort required to analyze the calls. Lastly, in call logs, every inter-
active voice recognition (IVR) platform comes with extensive call-logging capabil-
ities. While surveys and call recordings typically result in qualitative data, call-log
data is typically quantitative (e.g., average call length, time on hold, abandon rate,
etc.). Due to the enormous amount of data that can be collected, data-mining tech-
niques are suitable for processing such data. Call logs identify where in the VUI
callers have difficulty, but this is only a part of the picture. Call logs do not provide
a lot of context for helping to interpret the results. Therefore, because surveys, call
recordings, and call logs provide different information for in-use situation analysis,
it seems that careful consideration of their combined use as compensation for their
various advantages and drawbacks may be a viable solution for the purposes of
evaluating VUIs.

An example of tools for VUIs is ClickFox (2002), which aims to answer ques-
tions like: “What is the main cause of customer hang-ups? What are callers doing
most frequently at critical decision points? Are callers using the system in the
way that you expected?” Another example is provided by IQ Services (2006),
which is able to log and record each call, allowing IQ Services’ analysts to dupli-
cate and experience system errors. After the test is completed, designers receive
online test results, step-by-step logs, and online playback of each digital test call
recording.

To conclude, while there are not many works on remote usability evaluation for
vocal applications, the naturalness of this kind of interaction, and its quick diffusion
in a number of applications covering different devices, make us expect that further
research will be done on this subject.



9 Remote Usability Evaluation 203

9.3.3 Mobile Applications

In mobile applications, it is important to understand the influence of the context of
use, which is composed of three main parts: the user, the device, and the environ-
ment. Thus, one issue is to understand how usability is affected by dynamic changes
of any of these components. Regarding evaluating interaction with mobile devices,
the work of Denis and Karsenty (2003) focuses on the usability of a multidevice
system, and introduces the concept of interusability to designate the ease with which
users can reuse their knowledge and skills for a given functionality when switching
to other devices. In their paper, a framework for achieving interusability between
devices is proposed. It is based on two components: 1) a theoretical analysis of
the cognitive processes underlying device transitions, and 2) an exploratory empir-
ical study of the problems in using functionalities across multiple devices. Another
work in this area is the paper by Waterson, et al. (2002), where the authors discuss
a pilot usability study using wireless, Internet-enabled personal digital assistants
(PDAs), in which they compare usability data gathered in traditional lab studies
with a proxy-based clickstream logging and analysis tool. They found that this
remote testing technique can more easily gather many of the content-related usabil-
ity issues, whereas device-related issues are more difficult to capture. Lastly, the
work of Stoica, et al. (2005) is worth mentioning, in which the authors describe a
usability evaluation study of a system which permits collaboration of small groups
of museum visitors through mobile handheld devices (PDAs). As the authors point
out, techniques to measure usability-related factors generally include 1) inspection
methods, 2) testing methods, and 3) inquiry methods. For systems including mobile
devices, a combination of these techniques is sometimes used. As usability eval-
uation methodology, they propose a combination of a logging mechanism and an
analysis tool—the ColAT environment (Avouris, et al. 2004), which permits mixing
of multiple sources of observational data, a necessary requirement in evaluation
studies involving mobile technology when users move about in physical space and
are difficult to track. The museum system evaluated is based on a client-server archi-
tecture and an important characteristic of the application is that the server produces
a centralized XML log file of the actions that take place during the visit. This log
file can be combined with a video recording of the visit allowing evaluation of
activity during the visit. In the experiment shown in the paper presenting ColAT,
different teams gathered the clues and then each group had to discuss and discover
collaboratively what the combined clues were to solve the problem. The experiment
was recorded by three video and two audio recorders for further analysis, using the
ColAT analysis tool that interrelates activity and logs video and observers notes in
the same environment. So, through ColAT, the actions that the users performed dur-
ing the use of the PDAs, which were logged by the server, were synchronized with
the videos. The methodology was able to deliver data useful for deriving quantita-
tive information (e.g., total and average times for solving the puzzles, etc.), aspects
related to group activities (number of exchanges between the group, and strategies
used for solving the puzzles), and behavioral patterns of participants.
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Indeed, the importance of performing a comprehensive evaluation that can take
into account data derived from multiple sources to adequately gain insight into large
bodies of multisource data, especially when mobile applications are considered, is
quite clear. An example of this trend can also be found in the work of Tennent, et al.
(2006), in which the authors present Replayer, which consists of a number of tools
(two video players, an audio player, an aggregate log visualization, a text search
tool, and a playback control tool), and a collaborative tool for analysis of recorded
data of mobile applications. The tool was designed with the aim to provide analysts
from a variety of disciplines (each using distinct sets of skills to focus on specific
aspects of the problem) with the ability to work cooperatively.

One of the emerging needs in this area is for tools that are better able to support
analysis of how task performance varies depending on the context change.

9.4 The Techniques for Collecting Information about
the User Behavior

In this section, we discuss the various techniques available for collecting informa-
tion regarding the user behavior (task performance, use of mouse and keyboard,
facial expressions, verbal comments, gestures, gazes, etc.). In this category, we
include several techniques for logging low-level user actions, other techniques for
gathering users’ physiological information, and others capable of recording ver-
bal (and nonverbal) cues coming from the user’s side (collected through a webcam
and/or a microphone).

It is worth pointing out that, while there are techniques that rely on commonly
available support, and can be used almost without any regard to the particular plat-
form considered (see, for instance, server-side logging techniques), other techniques
(e.g., eye-tracking) require specific hardware, whose use cannot neglect the partic-
ular platform in use.

9.4.1 Logging (Server Side)

This technique refers to Web-based applications and allows for collecting data at
the server side. Its effectiveness is strongly limited by the impossibility to capture
local user interaction with the user interface techniques (menus, buttons, fill-in text,
use of anchor links within the same page or Back button,. . . ) and by the validity of
the server logs that cannot capture the accesses to the pages stored into the proxy
servers and the browser cache. For instance, if the requested page is in the browser
cache, then the request will never reach the server and is thus not logged. Moreover,
multiple people can also share the same IP address, making it difficult to distinguish
who is actually requesting what pages. Dynamically assigned IP addresses, where a
computer’s IP address changes every time it connects to the Internet, can also make
it quite difficult to determine what an individual user is doing because IP addresses
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are often used as identifiers. Thus, interpreting the actions of an individual user is
extremely difficult, because methods for capturing and generating Web usage logs
are not designed for gathering useful usability data, as pointed out by some works
(Etgen and Cantor 1999; Davison 1999; Pitkow and Pirolli 1999; Choo, et al. 1998;
Tauscher 1999).

Another method is to ask surfers to register online at the first visit and log on
with every subsequent visit. In this setting, the Web server can construct an individ-
ual profile for each visitor, and track all user behaviors without ambiguity. The Web
server stores users’ log-on names and their personal information, such as age, gender
and occupation, and the visited pages. Such datasets are very rich, and statistics on
types of Web surfers, their interests and their browsing habits can be generated with
the Web mining process. This technique is widely adopted by firms selling digital
information products (e.g., online newspapers), which request the users to log on
before enabling file downloads. However, there are two main limitations. First, Web
visitors’ choices are greatly reduced if they are required to log on every time they
visit the site. It becomes a serious issue for online firms and, even for websites
providing free registration, online users may re-register or provide fake details. The
statistics will become blurred, and this will result in invalid and confusing conclu-
sions. Second, the online firms cannot keep track of the visitors once they leave to
go to other websites. All generated knowledge is limited to only a single website.

9.4.2 Proxy-Based Logging

This solution still supports Web-based applications through an intermediate server
between the client and the content server. Proxy servers are even less intrusive and
do not require any modification in the Web application to evaluate, but they limit
their analysis to the accessed page and are not able to capture the local user interac-
tions. The proxy approach has three key advantages over the server-side approach.
First, the proxy represents a separation of concerns. Any modifications needed for
tracking purposes can be done on the proxy, leaving the application server to deal
with just serving content, which makes it easier to deploy because the application
server and its content do not have to be modified. Second, the proxy allows anyone
to run usability tests on any website, even if they do not own that website. Lastly,
having testers go through a proxy allows Web designers to tag and uniquely iden-
tify each tester. Furthermore, a proxy logger also has advantages over client-side
logging. For example, it does not require any special software on the client side
beyond a Web browser, making it faster and much simpler to deploy. Therefore, the
proxy makes it easier to test a site with different test participants, operating systems,
and Web browsers than a client-side logger does, so allowing testing with a more
realistic sample.

An example of this kind of solution can be found in WebQuilt (Hong & Landay
2001), which uses a proxy logger to capture user accesses on the Web. As a proxy, it
lies between clients and content servers, with the assumption that clients will make
all requests through the proxy. Traditionally, proxies are used for things like caching
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and firewalls. In WebQuilt, the Web proxy is used for usability purposes, with spe-
cial features to make the logging more useful for usability analysis. Although the
proxy-based technique seems quite appealing, there are still limitations on what the
WebQuilt proxy logger can capture. The most pressing of these cases is links or
redirects created dynamically by JavaScript and other browser-scripting languages.
As a consequence, the JavaScript-generated pop-up windows and DHTML menus
popular on many websites are not captured by the proxy. Another situation that
WebQuilt cannot handle is server-side image maps. Other elusive cases include
embedded page components such as Java applets and Flash animations. As tech-
nologies change and develop, the proxy will need to be updated to handle these new
cases.

9.4.3 Logging (Client Side)

In this category, various techniques are considered. Before analyzing them, it is
important to remember that client-logging is a technique that can be applied not
only to Web applications but also to Java and Microsoft applications with similar
results, because many tools have been developed for this purpose, as well.

In addition, it has been pointed out that through logging user interactions with a
given application, we can infer patterns of user behavior that indicate usability prob-
lems or other design deficiencies. This possibility has obvious attractions for Web
designers, but in HCI usability research some issues have been raised regarding the
possibility of identifying usability problems without access to the use context—to
the user’s tasks and goals and to the user’s own reports of what counts as a problem
for them. Thus, logging techniques alone are unlikely to provide useful results to
the evaluators.

Cookies. One method is to install cookies at Web client computers. A cookie
is a small text file that the Web server embeds in the browser for identifying the
user. If the user provides his name when he comes to a new site supporting cookies,
his name is stored in a plain text file at the client computer. No data is stored at
the server side, but every time the same browser asks for the page or the same
website, HTTP sends the cookie to the Web server, which uses it to identify the
user and display personalized information, such as name-calling greetings. One of
the advantages of using cookies is the ease of implementation. However, there are
two drawbacks. First, the amount of information stored in cookies is limited (the
average size is about 4K) and therefore, strictly speaking, no Web-mining process
can be performed based on such limited information. Second, because the cookies
are saved as plain text, they can be easily retrieved at the client computer. Hence,
security and privacy can be at risk.

Client-side Logs. They capture more accurate, comprehensive usage data than
server-side logs because they allow all browser events to be recorded, and it might
provide useful insight for usability evaluation. One alternative to gathering data on
the server is to collect it on the client side. Clients are instrumented with special
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software so that all usage transactions will be captured. More specifically, clients
can be modified either by running software that transparently records user actions
whenever the Web browser is being used (as in Choo, et al. 1998), by modify-
ing an existing Web browser (as in Tauscher 1999), or by creating a custom Web
browser specifically for capturing usage information (as with Vividence 2000). The
advantage of client-side logging is that literally everything can be recorded, from
low-level events such as keystrokes and mouse clicks, to higher-level events such
as page requests. All of this is valuable usability information. However, there are
some potential drawbacks to client-side logging. First, special software must be
installed on the client, which end-users may be unwilling or unable to do. This can
severely limit the usability test participants to experienced users, which may not be
representative of the target audience. Second, there needs to be some mechanism
for sending the logged data back to the team that wants to collect the logs. Third,
the software, in some cases, is platform-dependent, meaning that the software only
works for a specific operating system or a specific browser.

Paganelli and Paternò (2003) developed a tool for performing client-logging of
Web applications: the main advantages are that it does not require expensive equip-
ment, and facilitates the problem of modifying the evaluated pages because it auto-
matically includes JavaScript code in all the pages that have to be evaluated. Such
Javascript snippets are able to adapt to the various features of different browsers.
Using a browser’s log-based analysis, the evaluator can accurately measure time
spent on tasks or particular pages, as well as study the use of the Back button
and user clickstreams. It is also possible to precisely identify the downloading time
and the time when the page is visible to the users. In addition, their tool is able to
automatically analyze the information contained in Web browser logs and compare
it with task models specifying the designer model of the possible users’ behav-
iors when interacting with the application to identify whether and where users’
interactions deviate from those envisioned by the system design and represented
in the model. Within this client-side approach, there is also the work (Ho 2005)
developed in the e-commerce domain area, which is about the use of a user remote
tracker to examine Web users’ characteristics, trying to draw a linkage between
Web customers’ characteristics and their browsing behaviors. The authors propose
a user-remote tracking framework based on Web services and XML to track every
HTTP request from client computers to understand surfers’ characteristics. The
user-remote tracker is a piece of software installed in the users’ browser to keep
track of every keyboard input and mouse click from the users. No matter what the
users input, all HTTP requests and responses are tracked by the software program,
including interactions with Java Applet programs. This program will automatically
send the activity log file, together with the user identity, to a central machine for
Web-mining (instead of sending such information directly to the Web server). It is
that central machine that analyzes clickstreams and generates navigation rules for
these users through algorithms. There are several advantages with this user-remote
tracker. First, it can follow users everywhere. Second, while server-logging cannot
track the interaction between a user and an applet program, the tracker can solve this
problem. Third, in the traditional data collection method, it is possible to get little
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information once the users enter the secure websites (i.e., websites starting with
https://). Here, because the user-remote tracker uses low-level programs to track
every user input signal, the activities can be tracked even in this case.

9.4.4 Eye-Trackers

Eye trackers are a technique for measuring users’ eye movements so that it is pos-
sible to know both where a person is looking at any given time, and the sequence
in which their eyes are shifting from one location to another, on the screen. Track-
ing people’s eye movements can help evaluators understand visual information pro-
cessing and the factors that may impact the usability of system interfaces, thereby
providing an objective source of data that can inform the design of improved inter-
faces. Evaluators using eye-tracking, however, should take into account the limits
of such technology and how such limits impact the data collected. For example, an
appropriate minimum threshold time for a fixation should be carefully identified,
because interpretations can vary a lot according to the time set to detect a fixation in
the eye-tracking system. Moreover, eye trackers might have difficulty tracking par-
ticipants who have lenses. Furthermore, visual distractions (e.g., colorful or moving
objects around the screen or in the testing environment) should also be eliminated, as
these will inevitably contaminate the eye-movement data. Also, eye-tracking gen-
erates huge amounts of data, so it is essential to automatically perform filtering
and analysis. Eye-tracking technology, however, has evolved in recent years and
there are now more systems that can be used for remote evaluation (see the Tobii
system, http://www.tobii.com/) because they can be transported in suitcases and do
not require that users wear intrusive equipment. It is only necessary to carry out an
initial standard training exercise. Nevertheless, one of the most relevant problems
with the eye-tracking technique remains the fact that it is possible to know what
users see but not what users think about what they see. In other words, how data is
actually being processed by the person.

9.4.5 Webcam/Audio Recorders or Microphones

The use of webcams and audio recorders allows for acquiring more contextual
information about the data collected. Indeed, as it has been previously mentioned,
through logging keystrokes and webpages on a given site, we could infer patterns
of user behavior that indicate usability problems or other design deficiencies. In
HCI usability research, however, it has been argued that it is not possible to identify
usability problems without access to the context of use, to the user’s tasks and goals,
and to the user’s own reports of what counts as a problem for them. Webcam-based
videos are very valuable when further analysis is necessary when an error is found,
because the evaluator can analyze the video clip and convert it into a usability prob-
lem description, or use it in any case to understand the reason of a usability problem.
For instance, videos can be valuable in capturing facial movements/expressions,
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verbal/vocal signals and expressions, non-verbal communication, body language,
and posture. Moreover, facial expressions may provide indications of the immediate
appreciation of the system by showing the instantaneous reactions to the system, and
also might reflect the subject’s considerations about the system. Furthermore, the
use of more than one camera is valuable for capturing some environmental condi-
tions occurring in the testing environment. Work by Lister (2003) has been oriented
to using audio and video capture for qualitative analysis performed by evaluators on
the results of usability testing.

Also in the work of Paternò et al. (2006), webcams are used to record the users
(not the users’ screens) to provide valuable information for interpreting problematic
parts of the user interaction. For instance, in this work, videos are also used to check
user behavior whenever some measurements (e.g., time needed for completing a
task) captured by another software component provide unexpected values.

9.4.6 Sensors

In this category, we include research solutions for data acquisition and analysis of
some physiological data. Recently, a number of sensors are being used more and
more for the evaluation of user interfaces, trying to take into account the emo-
tional dimension of computer-human interaction (e.g., affective user interfaces).
Among such measures, we cite physiological signals like ECG, respiration, gal-
vanic skin response, heart rate, and skin temperature. Most of them, such as gal-
vanic skin response (GSR), heart rate (HR) and blood volume pulse (BVP) are gen-
erally chosen as good, physically non-invasive indicators of stress (under stress,
GSR and HR increase, while BVP decreases), and are also easy to be measured
with specialized equipment. In this respect, we mention the ProComp system man-
ufactured by Thought Technology, Ltd. (http://www.thoughttechnology.com), or the
BIOPAC system (http://www.biopac.com/), which allows for recording different
kinds of data—physiological signals, vocal/verbal signals, and non-verbal signals
(posture, gaze direction, facial movements). Unfortunately, the use of sensors in
remote usability evaluation is currently suffering the limitation of the highly spe-
cialized equipment necessary, which cannot be assumed available in users’ daily
environments (although it is slowly appearing and used more and more in telemedicine
applications). However, more research effort is envisaged in the next years on this sub-
ject for the useful information that it can provide to analyze the user’s emotional state.

To summarize, almost all the results obtained with each technique indicated in
this section requires additional knowledge about the user from the evaluator to be
actually useful for the purposes of the evaluation. Therefore, the big issue is that
such data is not informative per se about possible usability problems, but requires
further comparison with supplementary information. One of the few exceptions can
be identified in, for instance, recording users positively (or negatively) commenting
on the session while interacting with the application in a remote think-aloud session
(which should theoretically provide the evaluator with immediate feedback about
the user’s satisfaction). In almost all the other cases, a further contextualization
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(and integration) of the data collected is needed to correctly evaluate the session
state (think about, for example, the uselessness of logging mouse and keyboard
actions without contextualizing such actions within the current user intention). One
of the current issues is identifying techniques enabling an easy synchronisation and
aggregation of all such different sources of information in some semantic context,
to facilitate the evaluator’s work.

9.5 The Type of Application Considered

In this section, we analyze another dimension of the proposed framework—the type
of application, considered in terms of the underlying software environment. As with
already analyzed dimensions, in this case the consideration of this dimension is also
not completely independent from the other ones. Indeed, the type of application
considered may prevent (or strongly promote) applying specific techniques men-
tioned in the previous section, as well as the use of particular interaction platforms.
For instance, while in the case of Web-based applications we have seen that there
are several options about where the logging tool should work (e.g., server, client,
proxy, ..) regardless of the particular platform at hand, the consideration of .NET-
based applications for remote evaluation has only occurred in recent years. It is
almost always connected with stationary platforms because only recently prototyp-
ical tools that support the evaluation of .NET applications for mobile devices have
appeared, and are still limited in terms of the information they are actually able to
provide.

Indeed, the first applications that were evaluated with some type of remote
evaluation were graphical applications, often implemented in languages such as
Java (e.g., Paternò & Ballardin 2000). Then, with the advent of the Web and the
related ease of performing a remote evaluation when the Web is considered (due to
the related simplicity in involving a high number of testers with little effort), the
majority of methods have considered websites as their primary evaluation targets.
Java-based applications indeed have been taken into account, sometimes as a sort of
side-effect of the desire to improve the flexibility of techniques considered for Web
applications whenever applets are also included. An example of this can be found
in the already mentioned work of Ho (2005), developed in the e-commerce domain
area. It is about the use of a user-remote tracker to examine Web users’ character-
istics, trying to draw a linkage between Web customers’ characteristics and their
browsing, and with the capability of tracking client-side logs, including interactions
with Java Applet programs. Microsoft .NET applications have been considered as
well (i.e., PDA devices), for which they often provide more robust and supported
solutions with respect to Java. An example of logging tools for Microsoft envi-
ronments is the VibeLog logging tool (http://research.microsoft.com/vibe/), which
has been developed at Microsoft Research to evaluate the ways that work practice
might change as users move between various-sized displays during their work day.
The logging tool is married with ethnographic research data, which should provide
good indications of what parts of the Windows and Office designs do not scale well
across different display sizes. This analysis is used to understand where they should
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orient their research efforts in novel visualization and interaction development, with
an eye toward designing more elegant UIs.

9.6 The Type of Evaluation Results

Before analyzing the last dimension of the proposed framework in depth—the type
of results an evaluation can deliver (i.e., qualitative vs. quantitative data)—we judge
it useful to mention the work by Petrie et al. (2006) about remote evaluation. In
this work, the authors highlight how both formative and summative evaluations can
be supported by remote techniques. Indeed, in summative evaluations, one of the
main goals is to understand whether the users can install and run a system on their
own and on their own machines, and how they rate the key functions of the sys-
tem. Therefore, the disparate environments and configurations that can be reached
with remote evaluation can provide highly reliable data in this respect. In formative
evaluations, the objective is to collect information about design flaws and inform
redesign. Therefore, it is particularly important that participants feel free to criticize
a system and avoid evaluator bias, and this may be easier if they are in the privacy
of their own environment, rather than the potentially more threatening situation of
the usability laboratory.

However, the authors take it a step further, claiming that, in particular, remote
asynchronous techniques in which the evaluator cannot intervene during the user
sessions are especially useful for summative evaluation. To support this idea, the
authors report on two evaluations conducted with disabled users. In both cases, they
performed both a local and a remote evaluation. The technique used for remote eval-
uation was, in one case, making notes on problems encountered and then sending
them to the evaluator, and in the other case, recording problems encountered and
then sending them along with ratings of the accessed websites. Both remote and
local evaluations provided considerable quantities of qualitative data, but the local
evaluations provided far richer data because the researchers were able to record
problems that the participant may not have been aware of, and are in a position to
prompt the participant to explore these problems, comment on them, and analyze
what had caused them.

On the one hand, achieving the rich interaction between participants, researchers
and developers, as requested by formative evaluation, is very difficult in remote eval-
uation situations. With high quality video conferencing, broadband connections, and
remote recording systems, however, it might be possible to conduct remote evalua-
tions that capture a rich set of data. On the other hand, if the evaluation is summative,
a remote evaluation may be quite appropriate because it adequately shows real user
behavior.

We agree with this position to some extent because, in our opinion, remote evalu-
ation can provide different types of results, which can, in turn, be used for different
purposes, both summative and formative. In this section, we are going to analyze
the type of results an evaluation can deliver. In particular, a discussion about the
type of information that can be useful to obtain in order to analyze the multimodal
data regarding user sessions is provided. This information can be quantitatively
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determined by specific software and highlighted during the evaluation (tasks not
completed, errors occurring during the performance of tasks, time for completing a
task, etc.) together with other information that deals with intrinsic qualities of the
user interface (e.g., time needed for the performance of a task). It is not surprising
that some relations exist between the evaluation techniques mentioned in Section 9.4
and the evaluation results analyzed in this section (for instance, sensing technologies
deliver quantitative data about the user’s emotional and physical state), while in
other case such correspondence is not so straightforward.

9.6.1 Task-Related Information

Many applications are task-oriented and therefore some important aspects to con-
sider are whether the users are able to accomplish the desired tasks, and information
regarding task performance (task duration, number of actions, . . . ). One issue is
how to know what the desired tasks are. One possible solution is to ask users to
explicitly indicate the tasks at the beginning of the session. The issues associated
with user errors are related to the issues associated with task performance, because
user errors are actions not useful for the current task. The errors are good indicators
of bad usability and difficulties in task accomplishment. Tasks can be considered at
various granularities. In some cases, it can be interesting to analyze the performance
of short basic tasks, and in other cases it is important to focus on the performance
of high-level complex activities.

During an analysis of task performance, it can be useful to analyze when it devi-
ates from the ideal expected behavior, and to what extent. The evaluator then has to
understand the reasons for such mismatch and needs to go back and analyze what
happened for each action in the user session and what factor triggered the deviation.

9.6.2 Qualitative Information

Under this heading, we mean all the techniques that allow evaluators to collect
qualitative data from the users. As we already mentioned, qualitative data are quite
relevant, especially if the kind of evaluation is formative, therefore the richness of
the qualitative data is very important in understanding how to improve the sys-
tem. For example, gathering informal and spontaneous comments in natural lan-
guage from the users undoubtedly offers valuable information to the evaluators
for improving the resulting design. Also, because this information can provide a
rich contextual knowledge about the situation currently occurring during the user’s
interaction, it may also be used for cross-checking other collected data that may be
too ambiguous to be interpreted—generally quantitative data. An example in which
this strategy might disambiguate other data, is the case of a user spending a long
time visiting a page. Considering only this quantitative information (registered by
the browser-logging tool) would not allow the evaluator to assess whether the users
found the information very important or just had problems in finding the concerned
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information—in this case, the webcam can help in correctly interpret the feeling of
the user (engaging or not the visit).

9.6.3 Presentation-Related Data

In this section, we analyze the results that the evaluation should deliver about the
usability of the user-interface presentation (e.g., for GUIs—layout, choice of wid-
gets, colors, labels, etc.). There are tools that link the task performance with the
user-interface elements supporting such performance. In other cases, the tools are
able to provide reports that highlight the user-interface elements that might be prob-
lematic from the usability point of view. For example, WebQuilt (Waterson & others
2002) provides representations consisting of nodes representing visited webpages,
and arrows representing the traffic between the pages. Entry pages are green and
exit pages are cyan. Thicker arrows represent heavier traffic. Arrow color is used
to indicate time spent on a page before transitioning, where the closer the arrow is
to red, the longer the user spent in transition. The designer’s path is highlighted in
blue. There is a slider along the left-hand side that allows the designer to zoom into
the graph, viewing actual images of the pages users saw and where they clicked.

9.6.4 Quantitative Cognitive-Physiological Information

Quantitative psycho-physiological measurements can provide useful information
about more general, qualitative information on a human’s feeling in a specific situa-
tion. For instance, with a growing population of elderly persons today, this result
is expected to be more and more applied in the field of elderly care/assistance,
where there has been an increasing interest in investigating algorithms to enable
the possibility of assessing elderly mood in a non-intrusive manner. To make state-
of-mind information available, sensor technology can be employed. Various psycho-
physiological signals are known in literature that can convey the presence of strong
emotions or stress (Cacioppo, et al. 2000)—skin conductance, muscle tension, heart
rate, and heart rate variability. Such signals can now be measured in an unobtrusive
manner. The measured signals have to be analyzed to reliably convey short-term
mood changes (that might be relevant for the relatives and form a basis for an
enhanced feeling of connectedness), as well as long-term trends. When the shape
of people is mostly visible, computer vision tools can be used to classify their pos-
ture and gait, and posture changes over time. This information can be exploited,
for example, to predict (by gait analysis) and detect (by analyzing posture changes)
falls. Computer vision techniques can be used to detect the head position in real-
time, and classify the facial orientation (frontal, profile) to provide the process of
facial expression analysis with suitable data. In addition, faces are processed for
expression/recognition/authentication. If a person is not visible or the user does
not like a camera to be used (e.g., in the bathroom), speech/audio tracking is an
alternative.
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Eye-tracking systems can provide many interesting pieces of information derived
from fixations and saccades. Long fixations can indicate that users spend too much
effort to interpret or to process what they are looking at. The number of fixa-
tions is often related to the user efforts to process the content of the screen area
being analyzed. The duration of the scanpath is a productivity measure and can
be compared with a theoretical optimal duration. Even the ratio between saccades
and fixations can be a useful index for comparing the percentage of time spent in
looking for information (saccades) and that during which information is acquired
(fixations).

9.7 An Example Tool for Remote Evaluation:
MultiModalWebRemUsine

In this section, we discuss an example of a tool for remote evaluation according to
the framework presented in the chapter. The basic idea of this tool is to analyze user
logs through the semantic information contained in task models. Thus, on the one
hand, we have a task model that describes how designers expect users to perform
their activities, and on the other hand, there are logs indicating the actions performed
by the users while interacting with the application. Each user session can be defined
through the sequence of the corresponding user actions, which can be associated
with a corresponding sequence of basic task performance to achieve the user’s goal.
If the performed task sequence diverts from those enabled by the task model, there
is clearly a mismatch that needs to be analyzed by the evaluators. Either the task
model is too rigid or there is something unclear in the user interface, which prevents
the user from performing the expected sequences of tasks.

Various versions of the tool have been developed, which vary for the type of
application addressed and the type of results provided. The first version, USINE
(Lecerof & Paternò 1998), mainly addressed the issue of using task models for
analyzing user logs without considering its use as remote evaluation. The next
version, RemUSINE (Paternò & Ballardin 2000), was developed for remotely eval-
uating desktop Java applications and was tested in industrial sites, providing useful
information regarding its possibilities even in comparison with other methods. It
was, for example, compared with a video-based evaluation. It turned out that for
evaluating a small number of sessions, the video-based evaluation was more efficient
because RemUSINE required some time to enable the automatic evaluation given
that the evaluator first has to provide the task model of the designed application and
create mappings between basic tasks and log events. On the positive side, it was
noted that, in some cases, video analysis is not able to detect quick user actions
(such as some user clicks) and is not usable for evaluations when users are located
far from the evaluator.

Given the explosion of the Web, which has become the most common user
interface, we thought it useful to develop a new version (WebRemUSINE), aimed
at evaluating this type of application (Paganelli & Paternò 2003). We also had to
decide how to log user interactions. For this purpose, we implemented an efficient,
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interoperable, client-side logging system. In addition to information regarding task
performance, the Web-oriented version provides a lot of information regarding the
Web pages analyzed—visited pages, never visited pages, extent of scrolling and
resizing, page patterns, and download and visit time. Some information is provided,
along with summary data regarding the content of the page. Thus, the visit time
is provided and also indicates the number of forms, links, and words in the page
so the evaluator can compare the visit time with the quantity of information avail-
able in the page. The latest version of the tool (MultimodalWebRemUSINE) aims
to exploit the possibilities opened up by recent technologies to gather a richer set
of information regarding user behavior. Thus, the traditional graphical logs can be
analyzed together with the logs from webcams and portable eye-trackers, which do
not require the use of intrusive equipment.

In summary, the changes in the tool mainly aimed at fulfilling the evolving needs
of usability evaluators. Indeed, the tool started from the original vision of providing
cost-effective techniques for usability evaluation for analyzing data about product
usage in a real-world environment. To this end, remote evaluation is valuable when
trying to keep budgets down while staying competitive in the marketplace (which is
especially relevant for companies). The necessity to reach larger, more diverse and
dispersed pools of participants also stimulated the attention to Web applications. In
these times of global customers and development organizations, there is a clear cor-
relation between the globalization of the product market and the potential (and chal-
lenges) of remote evaluation. Next, the tool kept evolving in these directions with
an eye toward the available improvements (in terms of robustness and affordabil-
ity) of technology and broadband infrastructure, which were efficiently exploited
for enriching the tool with multimodal information on the user’s behavior. The
objective was to compensate the recognized evaluator’s decreased ability—typically
connected with remote usability evaluation techniques—to interpret the motivations
underlying a certain user behavior, due to separation in space (and sometimes also
in time) between the user and the evaluator.

In general, MultimodalWebRemUsine is based on a comparison of planned user
behavior and actual user behavior. Information about the planned logical behavior
of the user is contained in a (previously developed) task model, while data about
actual user behavior is provided by the other modules supposedly available within
the client environment (the logging tool, the webcam and the eye-tracker).

Before starting the test, users have to explicitly indicate the target task. After that,
all the user actions will be automatically recorded. The evaluation then analyzes the
user’s sequences of actions to determine whether the user has correctly performed
the tasks in accordance with the temporal relationships defined in the task model,
or if some errors occurred. In addition, the tool evaluates whether the user is able
to reach the goals and if the actions performed are actually useful to reach the pre-
defined goals, by means of an internal task model simulator. For each action in the
log, the corresponding basic task is first identified and then there is a check to see
whether that task was logically enabled. If no error occurs, the list of the basic tasks
that have been enabled after its performance is provided, together with the updated
list of high-level tasks already accomplished, to allow the evaluator to check if the
target task has been completed. Otherwise, some error will be notified in the report
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analyzing the user session. An example of error is a precondition error, which means
that the actual user’s task performance did not respect the relations defined in the
system design model. For example, if people want to access a remote service (such
as Web access to emails), they usually have to provide username and password and
then activate the request through a button. If the user interfaces elements are not
located in such a way that the user can easily realize that both fields have to be filled
in before connecting to the mailbox, then some precondition errors can occur (for
example, the user sends the request without first proving the password). Such types
of errors can be detected through this type of approach.
From the log analysis, the tool can generate various indications:

• Success—the user has been able to perform a set of basic tasks required to accom-
plish the target task and thus achieve the goal

• Failure—the user starts the performance of the target task but is not able to com-
plete it

• Useless uncritical task—the user performs a task that is not strictly useful to
accomplish the target task but does not prevent its completion

• Deviation from the target task—in a situation where the target task is enabled
and the user performs a basic task whose effect is to disable it. This shows a
problematic situation since the user is getting farther away from the main goal in
addition to performing useless actions

• Inaccessible task—when the user is never able to enable a certain target task

Recently, we have paid attention to how to represent user sessions and related
data in such a way that eases their analysis. Figure 9.1 shows the type of represen-
tations designed. It is possible to show data related to several sessions in different
ways at the same time. In Figure 9.1, we analyze the parts of the sessions about
users who want to become member of an association. As you can see from the
selected radio buttons, the deviation graph is shown for the first two users, while
the state graph is visualized for the other ones. In both types of graphs, the white
circles are associated with the basic tasks performed, and their positions indicate
when they have been accomplished. In the first diagram (deviation diagram), there
are three lines—one for the basic tasks correctly performed, one for those uselessly
performed, and one for the tasks that have diverted the user from achieving the
current goal. In the state diagram, the color of the line underlying the white circles
is used to indicate whether the user is correctly or incorrectly performing the task.

A further type of information considered during the evaluation regards the
task-execution time. In case of tasks correctly performed, the tool calculates the
global time of performance. This information is calculated by examining the tem-
poral information associated with each event and stored in the logs. The duration
is calculated for both high-level and basic tasks. The set of results regarding the
execution time can provide information useful to understanding what the most
complicated tasks are or what tasks require a longer time to be performed. In
Figure 9.2, a screenshot of the tool is presented. As you can see, whenever an
inexplicably lengthy time period for carrying out a certain task is registered by the
tool, the evaluator can activate the related video recorded through a webcam to
gather further information.
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Fig. 9.1 Representation of user sessions in MMWebRemUsine

Fig. 9.2 Highlighting a video within the MultiModalWebRemusine environment
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Fig. 9.3 An example of visualization of fixations (the yellow areas) and scanpaths (the paths in-
between) registered by the eye-tracker

The approach supported by MultiModalWebremusine is also able to provide
usability data associated with every single presentation. Moreover, it is worth noting
that since this approach can correlate task-based measures with presentation-related
data, it can also analyze the usability of the website from both viewpoints. For exam-
ple, the tool can compare the time to perform a task with that for loading the page(s)
involved in such a performance.

Eye-tracking is a technique that has been used within MultiModalWebRemU-
sine. In Figure 9.3, a screenshot has been taken that shows how the registrations of
the eye-tracker are visualized within the MultiModalWebRemUsine environment.
As you can see, each fixation is represented by an area whose size is proportional to
its recorded duration, while the lines connecting such areas (scanpath) highlight the
path the user followed while visiting the page.

9.8 Discussion and Interrelationships between the Framework
Dimensions

We can discuss possible interrelationships among the different dimensions that we
have identified while analyzing several contributions in the area of remote usability
evaluation. First of all, the choice of the platform type might substantially limit—in
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terms of hardware and software—the type of technology and/or techniques that can
be used for remote evaluation, as well as put less/more emphasis on the relevance
of particular information for the purposes of the evaluation. Indeed, apart from the
well-known differences between the type of applications that might be supported by
a cellphone and by a desktop system due to the diversities in hardware and software
capabilities, the type of platform used may also affect the relevance of a piece of
information with respect to another one. This is the case, for instance, with the
user context, which is very important for mobile applications and less important for
desktop systems.

Another observation is the fact that the same type of information useful for
the evaluation (e.g., user workload) can be gained with different techniques. For
instance, a possible indication for user workload might be a user blinking very
frequently (information that can be gained from an eye-tracker), but some physi-
ological data can—more reliably—signal this workload. Another example regards
user feedback, which can be gained with different means. A user nodding (captured
by the webcam) might be a sign of a good feedback, as well as a user using some
positive vocal expressions. In other cases, there is information useful for evaluation
(e.g., task-based data) that cannot be derived without explicitly including additional
information (task specification).

Moreover, the type of interaction between the evaluator and the user might also
affect the use of the particular technique(s) adopted, as well as the quantity (and
also the quality) of information collected for the evaluation. For instance, while the
use of remote questionnaires indicates a specific type of technique for collecting
information about the user, in automatic collection of data the range of techniques
can greatly vary, as does the range of the evaluation results that can be derived from
interpreting the collected data.

Lastly, as we already noticed, the type of application considered may prevent
(or strongly encourage) the application of certain techniques, as well as the use
of specific interaction platforms. For instance, in the case of Web-based applica-
tions, the use of server-side and client-side logging techniques is a well-known and
established approach, while the consideration of user interactions with additional
software components like .NET for remote evaluation only belongs to recent years,
and is often restricted only to specific types of platforms.

9.9 Conclusions and Future Challenges

In this chapter, we have described a framework composed of different dimensions
that we have identified as relevant in the area of remote usability evaluation. This
type of evaluation is becoming more and more important in a time of globalization
of companies and their customers. We have used such a framework to review a large
spectrum of methods that have been proposed in this area. These methods have been
receiving more and more interest due to the improvements in techniques that are able
to capture information regarding user behavior and the validity of the data that are
collected in the field. Therefore, the chapter tries to shed some light on the different
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methods through a common framework in which it is possible to compare and con-
trast current works in the area of remote evaluation, as well as delineate possible
future trends in the research agenda of remote usability evaluation. In addition, this
chapter is useful in identifying which are the current strategies for compensating
some traditional weaknesses in this type of evaluation. For instance, future work
should be dedicated to extending the gathered data regarding user behavior and
state—including emotional state—so a more complete analysis of what happens
during user sessions can be done and potential usability issues can be better iden-
tifed. Another novel emerging application area is that of mobile applications, in
which is important to understand how task performance varies depending on the
changes in the context of use. To make the discussion more concrete, we have also
reported our experience with our tool in the area of remote evaluation and analyzed
it according to the dimensions of the logical framework proposed.
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Abstract In this chapter, we discuss the evolution of usability and its implications
for usability research and practice. We propose that the concept of usability evolved
from a narrow focus on individual performance to a more inclusive concept of expe-
rience and the collective. We address three major trends: cognition-performance,
emotional-experience, and social context-experience which, together, seem to reflect
those pervading the field of usability. We argue that the movement away from the
strictly cognitive, performance-oriented concerns to embracing emotion and even-
tually social and cultural aspects can largely be attributed to two forces. One is a
change in tasks, technologies, and the objectives of systems. The other is the real-
ization that performance alone in the cognitive sense is not enough to account for
the richness of phenomena influencing people’s interactions with technology. We
then discuss the importance of aesthetics and emotion, and finally, usability in the
context of collaborative and social computing.

10.1 Introduction

Imagine you are testing the usability of creating an account in an electronic com-
merce website and the test participant says to you: “Yes, I can definitely do it. It is
easy. But why should I?” Will your conclusion be that the user interface is usable
and the task is easy? What about the lack of motivation on the part of the participant
or lack of usefulness of the task/service? Or, imagine the test participant saying: “I
can easily create the account if other people recommended it.” What does that imply
for the usability? What is the role of the social aspects in such an episode?

Our understanding of the concept of usability is evolving more rapidly than
researchers and practitioners can apply its implications. Usability has evolved from
representing a relatively simple utilitarian concern for task performance into a
highly complex notion of a contextualized human experience, also including emo-
tional and social aspects. Experience includes issues such as pleasure, fun, collabo-
ration and social support, trust, and many others, presented on technologies ranging
from smart textiles to biofeedback applications embedded in a wide variety of plat-
forms and display types/styles.
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The questions we ask in this chapter are: “what characterizes the evolution of the
usability concept and what are the implications for usability research and practice?”
We propose that the concept of usability evolved from focusing on individuals’
cognitively-driven performance to individuals’ experience, understanding the crit-
ical role of emotion in usability, and culminating in understanding the impact of
the social and cultural context on experience. In addressing three major trends—
cognition-performance, emotional experience, and social context experience—that
seem to reflect those pervading the field of usability, we propose that the concept of
usability evolved from a narrow focus on individual performance to a more inclusive
concept of experience and the collective. As discussed in the context of the first
major trend, the evolution is due to changes in tasks, technologies, objectives of
systems and applications, and the realization that performance alone in the cognitive
sense is not enough to account for the richness of phenomena influencing people’s
interactions with technology. The second major trend discussed here concerns aes-
thetics and emotion. Finally, the third major trend addresses the concept of usability
in the context of collaborative and social computing. We address usability both in
terms of a suggested research agenda and also as it relates to the practice of usability.

10.2 Usability: Evolution of the Concept

The first major trend we describe is the concept of usability as it is evolving in both
the practitioner and research communities. Following the invention of windows,
icons, menus, pointers (WIMPs) in 1973 (van Dam 1997), Bravo—the first com-
mercial word processor using a direct manipulation user interface—was produced
in the at the Xerox Palo Alto Research Center (Hitzik 1999) in the mid-1970s. It
was followed by the Xerox Star in 1981 (Kearns & Nadler 1992), but none of
these became commercial successes. Success came with the release of the Apple
Lisa in 1984, in which the direct-manipulation interface included both Visicalc (the
first spreadsheet) and word-processing tools (Rose 1989) integrated into the desktop
metaphor.

Hand-in-hand with this provision of commercial office software, numerous in-
house software development projects aiming to streamline (or at least support)
established business procedures, were launched inside large organizations (Ewusi-
Menash 1997). These largely replicated existing user tasks and task procedures were
documented in internal manuals and, notwithstanding that the manuals often were
out-of-date, failed to represent how users actually performed these tasks. Thus,
the mismatch of system requirements specifications to user tasks became a major
problem, resulting in huge monetary losses through projects that were running well
over time and budget, or were abandoned before completion (Ewusi-Menash 1997;
Lindgaard, et al. 2006a; Sutcliffe 2002). In this climate, the practice of usability
began to prosper.

The appearance of the ISO9241/11 (ISO 1997) standard elevated the practice
of usability to a level of acceptability that had previously been difficult to achieve
inside organizations. The ISO standard focuses on usability evaluation primarily
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based on user performance measures that are operationalized via effectiveness and
efficiency, with user satisfaction almost tacked on as an afterthought. The measure-
ment of user satisfaction is, in that document, reduced to judgments of comfort and
attitude, whereas clearer guidance and definitions are given to measurements of
effectiveness and efficiency. Efficiency refers to work output per unit of time, and
effectiveness ensures that users could work through screens without committing
errors such as deviating from the set path or omitting task-related information.
Evidently, the readily measurable, utilitarian aspects of usability features much
more prominently in the ISO standard than the experience-based aspects of user
satisfaction.

Meanwhile, in the research community, Card, Moran, and Newell’s (1980; 1983)
ambitious goal for their goals, operators, methods, and selection (GOMS) rules
approach was to produce engineering models of human performance. For readers
who may not be familiar with GOMS, it is worth noting that operators refer to
the actions the software allows the user to take rather than to people. Methods
are well-learned sequences of subgoals and operators that can accomplish a goal.
If there is more than one method to accomplishing the same goal, then selection
rules are required. Selection rules are the personal rules that users follow in decid-
ing what method to use in a particular situation. Together, these four components
represent the procedural how-to-do-it knowledge a user needs to perform a task.
Ideally, such models should produce quantitative predictions of performance well
before prototypes and user tests are designed. The models would predict execution
and learning time and also identify those parts of an interface that lead to these
predictions, thereby providing a focus for redesign efforts. They allow analysis at
different levels of approximation so that predictions appropriate to the design sit-
uation can be obtained with minimum effort. Importantly, it was hoped that these
human performance models would be straightforward enough to be used by people
without extensive psychological training.

The GOMS models were based on much of the accumulated, quantifiable knowl-
edge of human perception, cognition, and motor performance captured in equations
such as Fitts’ Law (Fitts 1954), Weber’s Fraction, Fechner’s Law (Schiffman 1976),
and others. With sufficient detail about the step-by-step procedures of the user tasks
to be supported by the to-be-built application, GOMS models could thus be applied
to optimizing the user interface design a priori, and then comparing these predictions
with subsequent user performance. This approach obviously only works for highly
routine, repetitive tasks. Unfortunately, GOMS models were quite cumbersome and
time consuming to build. Perhaps the biggest hindrance to GOMS modeling becom-
ing more widespread, however, was that expert, error-free human performance was
assumed. Still, for many HCI researchers, especially those with a background in
cognitive, experimental psychology, the appearance of Card, Moran, and Newell’s
book (1983) marks the birth of the concept of usability.

It is not surprising, therefore, that the types of performance measures commonly
used in psychology came to occupy the center stage of usability research in the
early days, and later in the ISO standard, and also became cemented into usabil-
ity practice. It is also not surprising that the early approach to evaluating usability
was predominantly informed by traditionally controlled psychological laboratory
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experiments. One major challenge for HCI researchers and practitioners at that time
was to adapt these traditional approaches to task environments in which it was not
possible to control most of the extraneous variables that inevitably pervade real-life
situations. Their concern was how far one could safely stretch the rigorous exper-
imental paradigms without losing reliability and validity (Lindgaard 1994). In the
world of human factors, models and mock-ups were commonly built to simulate
real life, but these tended to primarily involve the design of physical equipment,
the relative placement of fixtures, displays, and equipment in often limited spaces
to ensure the user could comfortably see, hear, and reach buttons and levers, rather
than software presented on a computer screen (Meister 1986).

While most of the early intraorganizational applications supported a very narrow
range of tasks, system integration soon became the order of the day. The objec-
tive of systems design shifted from applications that supported a few individual
tasks to larger systems in which tasks that had hitherto been performed by dif-
ferent users were now integrated into larger, more flexible, applications. The aim
was to facilitate the development of multiple skills in users and reduce the amount
of between-application context-switching that is needed to perform different tasks,
which now are more open-ended and thus less predictable. In terms of usability
practice, the overriding concern was to achieve within- and between-application
user interface (UI) consistency such as using the same terminology and abbrevia-
tions, ensuring that objects and widgets looked, felt, and behaved the same, and that
they were located in the same place on different screens throughout applications.
This was a perfect environment for creating corporate GUI style guides because
many of these integrated systems represented different organizational sectors that
each had their own local culture and traditions supporting departmental work iden-
tities. These local cultures often bore little resemblance with the unified corporate
image that senior management now wants to portray in their corporate branding
efforts.

The overriding focus of usability practitioners was still on the utilitarian aspects
of user performance, but practitioners were also heavily involved in the design of
GUI style guides (Lindgaard 1995). However, the more flexible, open-endedness of
user tasks still reflected prescribed company procedures and predetermined content,
and the substance of the users’ typical data-entry/data-retrieval tasks had not yet
changed.

Meanwhile, the notion of usability had captured the imagination of researchers
coming from backgrounds other than psychology or computer science, including
disciplines such as anthropology (Suchman 1987), sociology (Denning & Dunham
2003), the arts (Laurel 1993), and design (Jordan 2000). With their fresh perspec-
tives, different research agendas, and methodologies, they added new dimensions
to the traditionally narrow utilitarian usability concept. Concern with broader work
patterns and contexts—with groups of people collaborating via technology, and with
design aesthetics, engagement, and fun—gradually helped to expand the meaning of
usability, encouraging usability practitioners to concentrate as much on the quality
of interactive experiences as on the traditional performance-based measures. Indeed,
one would think all of these should be captured in measures of user satisfaction that
go beyond the issues of comfort and attitude as advocated in the ISO standard.
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Creating high quality, pleasant, and motivating user experiences had, of course,
been the main concern of producers of interactive games since the 1950s (Crawford
1984), but it rose to full fruition in both usability practice and research with the rise
of virtual shop fronts in the business-to-consumer (B2C) e-commerce environment.
In that context, the user experience begins well before someone decides to buy a
particular product, regardless of whether the transaction takes place online or in
traditional brick and mortar outfits. In the e-commerce context, the usability enve-
lope thus includes the first impression of the concrete or virtual shop, the pre-sale
and post-sale experiences, and the prolonged interaction with the product and the
vendor—all of which contribute to the user-turned-consumer experience (Donoghue
2000). User satisfaction, defined as the sum of one’s feelings about the entire inter-
action, including fulfilment of one’s expectations (Bailey & Pearson 1983), assumes
increasing importance compared with the early predominance of performance mea-
sures. Issues contributing to user satisfaction thus need to be investigated in much
more detail than implied by the ISO standard.

In addition to engineering, IT departments, and usability folk, stakeholders in
the e-commerce world include sales and marketing, customer service staff, technical
support and help desk professionals, and many others. While the utilitarian concerns
remain essential to providing good usability in any context, including e-commerce,
the narrowly defined original concept of usability has been subsumed within the
wider concept of user experience. This widening has also brought about confusion
over the usability concept. It is unclear which parts of the overall experience do/do
not belong to usability, who is responsible, and who, if anyone, owns the entire user
experience (Lindgaard 2002). What is crystal clear is that the traditional usabil-
ity performance metrics, while still necessary, no longer suffice in practice or in
research. To quote Blythe, et al. (2006): “it is not possible to have an engaging
experience with a machine that doesn’t work.” (p. 130) Taking the notion of the
broader user experience a little further, the second major trend we address concerns
the growing importance of aesthetics and emotion in interactive computing.

10.3 Aesthetics and Emotion

In recent times, several special issues of mainstream HCI journals have been
devoted to topics that, taken together, may be referred to as variants of affective
computing (Human-Computer Interaction 2004; Interacting with Computers 2002;
Behaviour & Information Technology 2006). In addition, books taking a human
(Norman 2004), a computer (Picard 1998), or an interaction (Nass & Reeves 1996)
perspective have appeared. There are two perspectives in this research: one focuses
on enabling computers to respond to the user’s mood or emotional state, and the
other focuses on understanding how to design interactive computers that are appeal-
ing and pleasant to use. This latter perspective is discussed here.

The number of HCI researchers who contribute to the aesthetics debate (e.g.,
Tractinsky, et al. 2000; Lavie & Tractinsky 2004; Lindgaard & Whitfield 2004; van
der Heijden 2003; Schenkman & Jönsson 2000), beauty (Hassenzahl 2004), appeal
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(Fernandes, et al. 2003), hedonics (Hassenzahl, et al. 2001; Helander & Tham 2003),
and user satisfaction (Lindgaard & Dudek 2003), is increasing. Theories, models
and measuring instruments attempting to demonstrate ways in which these various
concepts may be explained and operationalized are beginning to appear in the liter-
ature, but the reader who is looking for coherence or guidance on how to approach
these softer, experience-related initiatives will be disappointed. The concepts still
lack clear, unambiguous, and agreed-upon definitions, which inevitably leads to
fragmentation and confusion. If we do not know what we are measuring, how can we
assess the goodness of fit of the instruments and metrics to the measurement tasks?
However, even in the absence of clarity or agreement on definitions, there are some
encouraging signs that researchers are beginning to try to come to grips with some
of the experience-related concepts. It is worthwhile to take a brief look at two of the
most prominent of these—namely, aesthetics and emotion—in an effort to explore
how such research may contribute to a more inclusive notion of usability. Because
user satisfaction is already positioned as one of the three pillars of usability practice
in the ISO standard, the concept of usability needs to be expanded to represent
additional aspects of user experience. This is likely to include a concern for both
aesthetics and the emotions user interfaces evoke.

10.4 Aesthetics

Aesthetics is variously referred to as beauty in appearance (Lavie & Tractinsky
2004), visual appeal (Lindgaard & Dudek 2003), an experience (Ramachandran &
Blakeslee 1998), an attitude (Cupchik 1993), a property of objects (Porteous 1996),
a response or a judgment (Hassenzahl 2004), and a process (Langer 1967). Common
to all of these terms, is that aesthetics has something to do with the pleasure and
harmony that human beings are capable of experiencing.

Aesthetics, in its classical Greek meaning, refers to sensory-perceptual knowl-
edge (aesthêsis) as distinct from intellectual semantic knowledge (noêsis). A role
for aêsthesis can be envisaged as involving category articulation at the sensory-
perceptual level. Thus, for example, a successful composition in art comprises a
harmonious blend of its formal elements, which give it a sense of balance. Sym-
metry, which is a consistent component of great art, is the simplest way to achieve
balance (Sen 2005). Some evidence suggests that preference for orderliness, sym-
metry, and harmony is hard-wired in humans. Newborn infants as young as nine
minutes, for example, have been found to prefer visual stimuli resembling a human
face over stimuli in which the same elements are jumbled (Baron-Cohen 1999;
Brothers 1990). According to Langer (1967), balance in a symmetrical design gives
us pleasure, a feeling of stability, and equilibrium, perhaps supporting our biological
quest for homeostasis. The existence of Phi—also known as the Fibonacci Series
or the Golden Ratio—throughout nature, visual art, and music, seems to suggest
that what we find intrinsically appealing may have its origin in harmonic forms
ever present in the natural universe, as well as in our constructed world of art and
design.
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In a recent study on aesthetics as it relates to the design and usability of computer
interfaces, Lavie and Tractinsky (2004) proposed that visual aesthetics may be a
strong determinant of user satisfaction and pleasure. In three experiments devoted
to developing a scale for measuring aesthetics and exploring users’ perception of
the aesthetic qualities of websites, two clear dimensions of aesthetics emerged. One,
which they call classical aesthetics, comprises items such as clear, clean, and sym-
metrical design in line with the original concept of aesthesis. It is interesting to note
that these same values are central to good information design (Zwaga & Easterby
1984), including screen design (Galitz 1981, 1993). Application of characteristics of
human perception to screen design, such as grouping of semantically similar items,
visual distance between groups of items, and strategic use of white space (Zdralek
2003), are, of course, known to be intrinsic to good usability (Parush, et al. 1998;
Parush, et al. 2005). Thus, the purely visual aspects of interface and screen design
that the HCI community has hitherto regarded as usability components may really
be considered aesthetic qualities.

The second dimension of aesthetics uncovered by Lavie and Tractinsky (2004)—
expressive aesthetics—includes issues such as creative, original, sophisticated, and
fascinating design. Using a similar approach, Hassenzahl (2004) empirically derived
a set of rating scales comprised of three groups of what he calls hedonic quality
items. Several of these items are also present in Lavie and Tractinsky’s scales, such
as creative, original, beautiful, and fascinating, but Hassenzahl placed beauty in a
separate evaluational construct category, although all the scale items really represent
subjective judgments. Thus, he distinguishes beauty, which is central to Lavie and
Tractinsky, from hedonic qualities even though many hedonic items occur in both
scales.

Evidently, both Lavie and Tractinsky’s classical and expressive aesthetics dimen-
sions, and Hassenzahl’s hedonic and beauty assessment scales, reflect judgments
about the design rather than capturing the interactive experience per se. Because
a judgment is a result, or a retrospective summary, of an experience, it would be
difficult, if not impossible, to gain insight into aesthetics as an ongoing experience
via rating scales administered post hoc. Therefore, other methods are called for if we
are to capture the ongoing user experience in real-time. Computer users, however,
are not accustomed to expressing their feelings, impressions, and reactions sponta-
neously as they occur. They are therefore difficult to capture—we lack measurement
instruments that can adequately capture impressions that include multiple senses in
addition to the visual. As interactive computing increasingly incorporates multiple
senses, especially speech and non-speech sound and haptics, new questions with
which to capture all of these must be formulated, and new measurement instruments
will clearly need to be developed to assess usability in more immersive experiential
applications.

The rich variety of aesthetics definitions is problematic, and testifies to the com-
plexity of the concept. Despite this, recent research has demonstrated that aesthetics,
beauty, and appeal are very important contributors to a positive interactive experi-
ence. Tractinsky, Katz and Ikar’s (2000) results, for example, suggested that a beau-
tiful user interface may also be perceived as high in usability. By contrast, Lindgaard
and Dudek’s (2002) findings showed that an interface found to be extremely high
in visual appeal, both before and after a usability test, scored very low in perceived
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usability on both occasions. Participants were aware of the poor usability, but the
site was and remained both visually very appealing and high in preference ratings.
Along similar lines, Tractinsky and Zmiri (2006) and Mahlke (2006) found that par-
ticipants preferred products high in visual appeal and relatively low in usability over
high-usability and products with lower visual appeal. The extent to which these pref-
erences last after prolonged usage is not yet known. To capture the user experience
and use this understanding to design for good usability, the future usability research
agenda must embrace and disentangle these difficult concepts and the relationships
between them.

10.5 Emotion

To the extent that aesthetics is a pleasant experience or an experience that leads to
pleasure, it implies a relationship to emotion. Emotion research has its own lan-
guage, traditions, and paradigms, but a few models of direct relevance to usability
are reviewed here. For comprehensive reviews, please see Martin and Clore (2001)
or Bless and Forgas (1998).

Emotion is said to vary along two dimensions: valence (the good/bad, pos-
itive/negative dimension) and intensity (the arousal-based dimension) (Russell
1980). Feelings that are arousing demand attention; feelings that are pleasant or
unpleasant provide motivation. More subtle feelings from ongoing appraisals—for
example: “How am I doing at this task?”—convey less urgent information that
can be attended to as judgments and decisions may require. While completing
a task, positive affect may be experienced as information about the task, like
“this is fun,” as information about oneself, “I am really good at this,” or about
one’s strategy “I am doing this right,” depending on what is in focus. Feelings are
thus experiential representations of eliciting conditions—they must be conscious
to be felt. The term affect is analogous to the term cognition, which refers to
representations of knowledge. Affect conveys information about feelings rather
than words, and it designates a broad category of things with positive or negative
personal value. Emotions are affective states that represent appraisals of something
good or bad—that is, they are feelings about something specific, such as “This is a
great interface,” The appraisal process is subconscious, but it provides feedback in
the form of emotional feelings. By contrast, moods are states of feeling that may or
may not be appraisal-based. Thus, the object in an emotion is always salient, which
is not necessarily the case for moods where the object may have become diffuse
and non-specific (Clore, et al. 2001).

Norman (2004) discusses emotion in terms of three levels of processing. The
subconscious visceral level is perceptual and gives rise to immediate judgments.
Recent research has shown unequivocally that judgments at this level can be made
reliably after a stimulus has been shown for only 50 milliseconds (Lindgaard, et al.
2006b). In two rounds, participants were asked to judge the visual appeal of a series
of homepages shown one at a time. Correlations calculated across homepages were
in the high 90s, and slightly lower for within-participant judgments than in another
condition in which exposure time was 500 milliseconds (R2 = .97). The finding is
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important because it suggests that this immediate judgment is a biologically deter-
mined mere exposure effect (Zajonc 1980), which occurs before the brain has had
time to evaluate the stimulus cognitively. It is based, as it were, on “what my body
tells me to feel” rather than on “what my brain tells me to think.” Therefore, if the
first impression of an e-commerce homepage is negative, the resulting unpleasant
feeling is likely to motivate the user to selectively search for negative information
to confirm the immediate unpleasant physiological response because her focus is
now on negative/unpleasant. In that case, it is likely that she will click onto the
next vendor without even beginning to consider the content of the site yielding the
unpleasant feeling. The reverse is true for an immediate pleasant response—the per-
son is likely to look for positive information and be lenient towards any usability
problems because her focus in that case is positive/pleasant.

Norman’s (2004) behavioral level, while still subconscious, is expectation-
driven. To the extent that an e-commerce site fails to perform to my expectations
formed over my lifelong shopping experiences, I am left with a feeling of losing
control.

The fully fledged emotion resides at Norman’s third reflective, intellectually-
driven level—I am focusing on usability problems if my first impression was nega-
tive, or on the enjoyable aspects of the interaction if it was positive. In stark contrast
to my immediate feeling, which was holistic and diffuse, the sum of those initial
feelings now combine into an emotion that enables me to decide if the interface is
great or otherwise.

When processing affective information, the so-called affect infusion model
(AIM) (Forgas 2001) suggests that people use one of four strategies. The direct
access strategy relies on direct retrieval of stored information and preformed
responses. Personal involvement is low, and there are no contextual forces moti-
vating the person to engage in a more elaborate response. In a similar fashion,
the heuristic processing strategy requires minimum effort—a limited amount of
information is considered, and the person is using whatever simplifications or
shortcuts are available. Taken together, these two strategies can account for the
effect of the first impression where the person is merely interpreting a feeling of
pleasure or displeasure.

The direct access model is another way to describe what Damasio (2000) calls
somatic markers. According to Damasio, a newborn infant has a hard-wired capacity
to learn when good and bad feelings arise, to recognize those feelings, and to asso-
ciate them with the conditions under which they occur. Over a lifetime, we build up
a rich repertoire of such feelings that vary in intensity. The original conditions no
longer need to be present, or at least only in a very subtle form, for the feelings to
occur in response to something good or bad. We learn to interpret and rely on the
feeling alone—the somatic markers. Thus, somatic markers serve as energy-saving
shortcuts that yield direct access to responses, sending the body into a fight-or-flight
mode with a minimum of input. Upon seeing an e-commerce homepage that yields
a good feeling (Norman’s visceral level)—using the heuristic processing strategy—I
need not look for detailed information to decide how much I like it and whether
to stay or click on to the next site (Norman’s behavioral level). I rely on my existing
energy-saving knowledge structures (Clore, et al. 2001), to which I have direct access.



10 Utility and Experience in the Evolution of Usability 231

The motivated processing strategy is characterized by strong motivational pres-
sure to achieve a particular outcome, corresponding to Norman’s reflective level.
So, I will persevere in completing my work tasks despite any number of irritating or
serious usability problems blocking my progress. The cost may be negative emotion
leading to a bad mood and perhaps to serious health problems through continued
stress. Finally, the substantive processing strategy requires me to select, learn, and
interpret novel information about a target, and relate this information to existing
knowledge structures. This strategy is applied when facing complex and atypical
tasks, the successful completion of which requires close attention and sufficient
cognitive resources. If highly complex tasks exceed my cognitive capacity, anxiety
ensues. In those circumstances, I am likely to resort to heuristic processing strate-
gies even though they are inadequate, and indeed inappropriate, for the task. My
performance now deteriorates to a lower level than I would be capable of main-
taining under more favorable conditions. I am, as Csikszentmihalyi (1991) would
say, not in flow. If the task is too easy, the mismatch between my skill and the
task demands results in under-stimulation, and I lose interest, get bored, and stop
paying attention to the task. Again, my performance deteriorates below my level of
capability.

The trick is obviously to strike a balance between task demands and the user’s
skill. In this sense, a task refers broadly to any goal-oriented activity, including
playing a computer game or completing work tasks. To encourage users to employ
the best-fitting processing strategy for the task at hand, usability research must abso-
lutely come to grips with this constant interplay between cognition and emotion, and
this must be reflected in various usability tools and techniques that research efforts
will hopefully produce for usability practitioners. For example, in an e-learning
context, the learning tasks should promote both assimilation and accommodation. In
Piagetian terms (Piaget 1954), assimilation refers to the transfer of new information
into existing knowledge structures, and accommodation of the tuning of the cog-
nitive system(s) to new incoming data. Positive affect is generally associated with
assimilation and top-down processes, and negative affect is associated with accom-
modation, and data-driven, bottom-up processes. Disconfirmation of expectations,
as in accommodation, is necessary for learning (Fiedler 2001). For an e-learning
course to be educationally successful, the content designer must incorporate learn-
ing elements that yield negative feelings. It follows that it is not enough to produce
more relaxing, enjoyable, entertaining, hedonic, and immersive experiences, as is
now widely called for in the literature. It is unclear, however, if the usability and use-
fulness of content should be incorporated under the generic usability umbrella. What
is clear is that usability research needs to become far more nuanced than is currently
the case. As is true for measuring aesthetics, tools and techniques for evoking and
assessing the presence of particular emotions and assessing feelings and emotion
in interactive contexts are virtually nonexistent. Even the task of operationalizing
different emotion-processing strategies and marrying these with the various levels
of emotion is huge, let alone the challenge of understanding how to design appli-
cations that adapt smoothly to the increasing skill of users, regardless of whether
they are learning together in a group or individually. This research has barely
begun.
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10.6 From Usability to Collaboration to Sociability

The introduction of systems enabling collective work is the third major trend in the
evolution of the usability concept that we address in this chapter. While the first
personal computers were intended to be used by a single individual, networking
technologies between computers, particularly the Internet, led to the more collabo-
rative and communicative aspects of people interacting with computing technology.
This trend reflects the need to move from thinking about the user interface, to the
users’ interface, to the collaborative interface, and then to the social interface.

The official history of the Internet dates back to the mid-1960’s when research
began on computing networks, and later that decade when the American Depart-
ment of Defence initiated ARPANET—the development of a communication net-
work between computers (e.g., Leiner, et al. 1997). The technological infrastructure
enabled the development of a variety of group- and community-related applications
and systems. These range from the basic electronic mail and bulletin boards to tele-
video desktop conferencing tools, collaborative writing, and a wide variety of online
communities (Grudin 1994; Preece 2000).

Two important concepts emerging in the 1980’s were computer-supported col-
laborative work (CSCW) (Greif 1988) and groupware (Allen 1990; Ensor 1990).
One of the most common categorizations of groupware, CSCW is the time/space
matrix (DeSanctis & Galuppe 1987) suggesting that communication between peo-
ple can take place in the same or in different places, and at the same time (syn-
chronous) or at different times (asynchronous). A typical face-to-face conversation
occurs at the same time in the same place. The other three possible combinations,
however, require some basic technology to support the communication. Support
for same-time, different-place communication requires technologies such as the
telephone, various computer-based chat and instant messaging applications, tele-
conferencing facilities, or virtual meeting places. The combination of same-place
different-time communication requires simple artefacts, such as notes and elec-
tronic message boards. Finally, different-time different-place communication could
be based on letters, electronic mail, discussion forums, or voice mail. Because all
of these scenarios involve people-people communication, they may all be labeled
social.

The development and evaluation of CSCW and other social-based systems and
applications introduced a two-fold challenge for usability professionals: 1) an indi-
vidual user interacting with the system, and 2) a group or community interacting
through the system (e.g., Stiemerling & Cremers 1998). Grudin (1994) pointed out
many of the difficulties in evaluating groupware, noting that group activity does not
lend itself to a typical usability laboratory situation because the work and interaction
contexts are extremely hard to reproduce in the laboratory. Likewise, aspects such
as trust, awareness of each other, negotiations and group dynamics, job definition
structures, and work processes cannot be readily simulated. Grudin also emphasizes
the longer-term aspects of group work as compared to individual work. Even the
definition and analysis of group tasks on which to base the development of test
scenarios and appropriate usability metrics is a huge challenge that has yet to be
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adequately met. According to some authors, analysis of group tasks could be based
primarily on the mechanics of collaboration (Gutwin & Greenberg 2000a; Pinelle,
et al. 2003), by which the authors meant the actions and interactions that group
members perform to complete a task collaboratively. The underlying assumption
is that some aspects of successful group work depend on social and organizational
factors, but also on the extent of support for basic collaborative activities such as
communication, coordination, assistance, mediation, and so forth. This assumption
is featured explicitly in a paper by De-Araujo, Santoro, and Borges (2003), who
proposed a groupware evaluation technique that includes four dimensions—namely,
group context, system usability, level of collaboration, and cultural impact. Taken
together, these views call for and invite the development of usability evaluation
methods and metrics that would be appropriate for the unique aspects and challenges
of groupware and social-based systems. Next, we discuss what actually happens in
terms of developing and employing groupware and CSCW evaluation methods and
metrics.

The selection of usability metrics and evaluation methods for groupware, CSCW,
and social-based systems, have been discussed in the literature, albeit not exten-
sively. Steves and Scholtz (1999), for example, outlined several possible evalua-
tion metrics for CSCW applications, including communication patterns between
the participating individuals, individual navigation patterns and use of functions,
characteristics of workflow-related collaborations, and other measures of success.
Extending the traditional usability inspection techniques, such as heuristic evalu-
ations and cognitive walkthroughs, to the evaluation of collaborative systems was
introduced by several researchers. Drury (2000) empirically compared the tradi-
tional heuristics to a set of heuristics extended to address workspace awareness, and
showed that more usability problems were found with the extended set of heuristics.
In an attempt to adapt heuristic evaluation methods to collaborative environments,
Baker, Greenberg, and Gutwin (2002) examined evaluations of shared workspace
systems and found that 40 to 60 percent of the problems were uncovered. This,
they suggested, was indicative that methods similar to the evaluation of individual
applications can be extended to collaborative environments. De Araujo, Santoro,
and Borges (2003) suggested that usability evaluation techniques for single-user
applications could also be adapted to collaboration applications.

In a comparison of the findings from empirical user testing and expert inspec-
tion methods for robot-welding groupware systems, Steves, Morse, Gutwin, and
Greenberg (2001) found there was some overlap in the problems uncovered with
the two approaches. These findings resemble those typically found and reported
in usability evaluations of applications used by individuals working alone. Steves,
et.al. concluded that each approach has its advantages and that the two are comple-
mentary. They did not, however, address the specific issues and challenges associ-
ated with the important communicative and awareness aspects of collaboration as
pointed out, for example, by Steves and Scholtz (1999). In an attempt to do that, and
using primarily performance metrics such as task-completion times, communica-
tion efficiency, individual preferences, perceived effort, and strategies used, Gutwin
and Greenberg (2000b) compared two collaborative environments—one of them
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showing location and activity of others in the system (i.e., workspace awareness)—
and found better performance with the system having enhanced workspace aware-
ness. They concluded that awareness of other participants in the shared workspace
increases system usability. In addition, Gutwin and Greenberg’s study of a collab-
orative context shows that applying metrics similar to the evaluation of individual
task performance can be extended to groupware evaluation.

As an interim summary of the review thus far, it seems that in addressing the
unique challenges of evaluating the usability of groupware and CSCW, usability
evaluation techniques for single-user applications were extended and adapted, in
most cases, to groupware and collaboration applications. While the reviewed studies
have shown that such an approach produces results, it is questionable whether we
are tapping all aspects of the collaborative experience.

In contrast to applying the traditional single-user task performance techniques,
Olson and his colleagues (Olson, et al. 1992; Olson, et al. 1995) examined collab-
orative systems such as virtual meetings and collaborative editing, and used several
indirect measures of groupware usability. These included what they termed prod-
uct measures, process measures, and satisfaction measures. Product or outcome
measures assess the quality and time needed to reach the outcomes of the group
work; process measures address patterns in behaviors or communications (based on
observations and verbal protocols) and are indicative of the group process that took
place in producing the outcomes. Finally, satisfaction measures focus primarily on
individuals’ satisfaction with the group work. While this work suggests approaching
the unique challenges of groupware and CSCW usability in a different way from the
evaluation of single-user usability, such an approach is not pervasive.

Most of the research reviewed in this section thus far has addressed environments
that aim to support collaborative work consisting of structured tasks that groups
of people need to complete effectively and efficiently. Recently, the pervasiveness
of systems, applications, and services aimed at supporting a wide range of human
social experiences not related to work or work environments have been increasing
dramatically. Examples of such applications and services started with email and
online discussion boards but evolved into chat rooms, instant messaging, weblogs
(blogs), wikis, social network services such as Friendster, MySpace, Flikr, Buzznet,
and TagWorld, social bookmarking (i.e., Del.ici.us) collaborative real time editing
and writing, and massively-multiplayer online games (MMOGs) such as Scape-
Runes. These families of social applications collectively referred to as Web 2.0 or
the Social Web, are very popular. While it is clear that the usability of these cannot
be captured in terms of traditional task performance measures, the usability aspects
that should be assessed in such applications and services are unclear. Because their
main objective is to provide a social experience, they would seem to require quite
different models of usability success than the ISO9241/11 concepts of effective-
ness, efficiency, and user satisfaction. Likewise, the concept of task performance
is rather meaningless in the context of, say, an MMOG where players continually
face novel challenges as their skills improve in what seems a never-ending web
of experiences. It is therefore highly questionable if we can still employ the same
usability design and evaluation methods as in the traditional one user, one computer
paradigm.
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To date, there is little published work on the usability evaluation of social
networks and services. One study using primarily ethnographic methods (Nardi,
et al. 2004) focused on the use of blogs as a social activity between the authors
and those who responded and commented on their blogs. In their conclusion, they
commented on the ease-of-use issues of blogs, and on the trade-off between want-
ing/needing more functionality at the cost of ease-of-use. Most user comments
concerned features such as the ability to collaborate, privacy, browsing and search
capabilities, and the proper integration of various media. In these environments, the
already fuzzy distinction between usefulness and usability becomes significantly
fuzzier, and it is indeed unclear if the features noted by Nardi, et al. constitute new
aspects of usability. Ethnography and other social psychology methods have been
applied to the study of actual usage for over two decades, but it is uncertain if these
approaches will become the primary evaluation methods for this new generation
of social and collaborative systems and applications. At this point in time, we are
clearly left with very little understanding of which usability evaluation methods
would be appropriate, what usability metrics should be applied, and what the con-
cept of usability means in these new virtual social worlds. The rules of the com-
paratively straightforward task-performance game are definitely a-changing fast.
Performance in the traditional sense is obviously no longer sufficient, and whether
it is a necessary ingredient in these environments remains to be seen.

The emergence of CSCW and social networks and services showed that usability
is influenced by factors other than the cognitive or emotional aspects of the single
user and technology. It allowed for strong contextual influences, particularly the
social context. Applying social psychology paradigms and theories to HCI was
manifested in the area of small-group work and collaboration. The diversity of
skills in the composition of small groups is known to influence a group’s collec-
tive performance. This can result in frustrations, miscommunications, and conflicts
(McGrath 1984; Williams & O’Reilly 1998). One of the important implications
for HCI in general, including CSCW and computer-mediated communication, is
the issue of intragroup communication. The amount of communication needed, the
structure of the communication, and other aspects of how the communication is
managed is highly dependent on the structure and goals for group tasks (Leavitt
1951; Shaw 1964; Pelz & Andrews 1966; Galbraith 1977). Kraut (2003) emphasized
the basic model accounting for group functioning—input-process-output model.
This approach identifies input such as the personnel, tasks, and organizational tools
and technologies. The outcomes of group work include their products, a definition
of member needs, and the maintenance of the group. Group processes are the inter-
action patterns, strategies, roles, and other aspects. The work on group processes
implies that the usability of CSCW can be influenced by the context of group pro-
cesses.

One of the first attempts to applying a social psychology-oriented theory to HCI
was by Bødker (1989, 1991) and the further development of the application of Rus-
sian activity theory to HCI (Nardi 1996a). According to Nardi, the context should
be viewed as an integral part of the activity system. Activity theory is strongly
related in these notions to other theoretical trends—distributed cognition and sit-
uated cognition—in exploring the impact of the social context on individuals and
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technology (Nardi 1996b). Distributed cognition (e.g., Hollan, Hutchins, and Kirsh
2000) emphasizes the distributed nature of cognition and assumes that knowledge is
distributed between individuals and the artifacts they use. Situated cognition (e.g.,
Clancey 1997) assumes that the situation and the roles people play in a given situ-
ation are the important determining influences of behavior rather than only individ-
ual cognition. These theoretical approaches imply that when technology is viewed
as artifacts used by people in given contexts, then the usability of technology is
influenced by a variety of social aspects in that context and not only by the indi-
vidual’s perceptions, cognitions, and emotions. While recognizing the impact of
the social context on usability reflects an evolution in our understanding of the
usability concept, this, however, is not associated with an equivalent evolution in
the way we evaluate usability by taking into consideration all aspects of the social
context.

10.7 Concluding Remarks

We began with what may be a typical usability test episode, suggesting that the con-
cept of usability is much more complex than the traditional ISO 9241-11 definition
of task performance effectiveness, efficiency, and satisfaction. We have reviewed
three major trends that characterize the evolution in the usability concept. The con-
cept and practice of usability have first evolved with changes in technology, objec-
tives of systems and applications, and the nature and characteristics of tasks. This
major trend underlies the other two major trends in the evolution of usability—from
the individual to the social collective, and from the cognitive, performance-based
concern to a broader concern with individual experience that includes emotion and
cognition.

While usability in the traditional task-related sense is still needed, our review sug-
gests that its focus on the individual, on cognition, and on performance, no longer
suffices when designing or evaluating usability. Furthermore, it is unclear just how
far conventional usability metrics and measures can be applied—for example, to
evaluation of group work, computer games, and the like. One major question that
we have not addressed is the extent to which we can get away with just extending
and adapting existing tools. Do we perhaps need a complete paradigm change to
meet the new versatile demands instead? We do not know how to determine what
methods will work and what metrics will yield the answers we need—for example,
to assess usability in wearable technologies, biofeedback technologies, physically
or mentally intrusive technologies, and storage applications such as fingerprints and
digital photos. The inevitable blurring of the usability concept is perhaps a blessing
in the sense that it opens the doors to more inclusive approaches to conceptualizing
and measuring usability. This is the new research agenda in the usability domain.
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Abstract Poor usability and hence a stressful work situation is still a severe prob-
lem in computer-supported work, despite efforts to increase the focus on these
issues. Consequently, Sweden has a high level of sick rates, particularly in the civil
service sector, and some problems relating to inadequate IT systems with poor
usability. In this chapter, we aim at understanding attitudes about and practices
for integrating usability and users’ health issues in systems development. Quality
in value—i.e. users’ well-being, productivity, and user satisfaction—is shaped by
attitudes and perspectives underpinning discourse in systems development. These
attitudes and perspectives are embedded in the methods, models, and representations
used in systems development, as well as in discourse and action. In our qualitative
study, data was collected through semistructured interviews with 127 informants,
and in a case study of an ongoing project in one organization. During analysis of
data, we identified problems with attitudes and perspectives about users and their
work, such as the strong focus on automation, efficiency, and surveillance of work,
which shaped the development of new technology and ultimately shapes the work
situation of the user. Furthermore, we identified that the work of civil servants was
frequently discussed in terms of simple steps and procedures that can be predefined
and automated in accordance with clearly defined rules and regulations. Finally,
we suggest user-centered design and field studies to address the problems and to
improve the understanding of the users’ needs and work practices in development
projects.

11.1 Introduction

Rapidly increasing use of computer systems in all sectors of work life has had a
significant impact on efficiency and flexibility in organizations, as well as on the
work situations of individual employees—often a positive effect, but sometimes also
negative. Unfortunately, this development has had undesirable side effects in terms

E. Law et al. (eds.), Maturing Usability. 243
C© Springer-Verlag London Limited 2008



244 Å. Cajander et al.

of health problems. Sweden provides an illustrative example, where 66 percent of
the work force (3 million people) use computers regularly in their work (Statistics
Sweden 2001). From 1989 to 1997, the proportion of computer users among office
workers increased from 65 to 90 percent (Wigaeus Tornqvist, Eriksson & Bergqvist
2000). The civil service sector is no exception—on the contrary, much work in the
civil services has been computerized and automated in recent years.

As computers are more and more used in working life, health concerns and
reports of negative effects on users’ health have also increased steadily. Symptoms
are primarily eyestrain, repetitive strain injury (RSI), and stress-related complaints
(Aarås, Horgen & Ro 2000; Åborg & Billing 2003). In the civil service sector, sick
rates are consistently high—with more than 10 percent in some organizations and
for some groups. Furthermore, nearly a quarter of all employed persons in Sweden
have suffered some sort of disorder that they relate to their work during the past 12
months (Statistics Sweden 2005). This is a part of a general trend in Sweden, where
sick rates and the costs of sick pay and rehabilitation have increased dramatically
since the early 1990s.

The problems are caused by multiple, interrelated factors, some of which are
job design, repetitive work, strenuous work postures, work organization, poor social
support, and high pressure, as well as workplace design. Furthermore, inadequate IT
systems with poor usability also contribute to the problems. In computer-supported
work, development is largely technology-driven, and work organization and job
design are to a large extent shaped by IT systems, because technology often
comes before work practices (Clegg, et al. 1997; Eason 1997). Therefore, atti-
tudes about, and practices for, integrating usability and occupational health issues in
the IT systems development process are important for the resulting work situation
and well-being of users. Considerable effort is spent on developing design meth-
ods emphasising the needs of users, including methods for user-cenetred design
(Norman 1986; Greenbaum & Kyng 1991; Göransson 2004). However, their impact
on system development has been quite limited. Health aspects are often marginal-
ized or ignored, (Vicente 1999; Clegg, et al. 1997).

Most activities for addressing health aspects in computer-supported work are
aimed at redressing problems that are already manifest—i.e., when physical or psy-
chosocial problems have been reported. We believe that it is both important and
fully feasible to address potential health problems during the development pro-
cess. In this chapter, we describe empirical work on users’ health and usability,
with a focus on IT systems development, and discuss the impact of attitudes and
perspectives of those involved in development projects. The starting point of our
research is user-centered systems design/development (UCSD) of IT systems in the
workplace, and in what ways UCSD can contribute to an improved work situation
regarding health and usability issues (Gulliksen, et al. 2003). This chapter describes
a study that is part of an ongoing action research project. The project focuses on
relations between IT and health risk factors, primarily by exploring and improving
processes for designing, developing, and implementing IT systems, and how issues
regarding quality of interaction, usability, and work situation are integrated in these
processes.
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11.2 Background

11.2.1 Occupational Health Problems
in Computer-Supported Work

In our research, we have mainly focused on computer-supported administrative
work where the main health risk factors are (Bergqvist 1993, Punnett & Bergqvist
1997):

• Users are bound to use computers during a major part of their work hours. This
means constrained, static work postures for long periods of time

• Computers control the work pace and task order, leaving users with little or no
control over their work

• Users suffer from stress, caused by excessive workload, time pressure, and poorly
designed IT systems. The mental workload tends to increase when new IT sys-
tems are introduced (Aronsson, Dallner & Åborg 1994), and the decision latitude
is lower for extensive computer users than for others (Wigaeus Tornqvist, et al.
2000).

As described above, these risk factors cause a number of health problems, includ-
ing RSI and stress related disorders

Cognitive work environment problems are particularly important in computer-
supported work (Åborg, Sandblad, Gulliksen & Lif 2003). Cognitive work envi-
ronment problems occur when properties and factors in work situations prevent
users/workers from using their skills efficiently. Such obstacles may be an effect of
poor work organization or poor social support from supervisors and/or colleagues.
They may also be related to the design of IT systems—for instance, that the
users’ train of thought is constantly interrupted by obscure messages, or that the
user must recall information that is no longer visible on the screen. Addressing
such problems is important because they may lead to inefficient work procedures,
poor performance, and low user acceptance, as well as somatic and mental health
symptoms.

Landauer discusses the fact that the massive introduction of computer systems
during the last three decades has not resulted in comparable productivity payoffs
(Landauer 1995). He argues that this is mainly because artifacts are too difficult to
use and provide little useful functionality. In addition, productivity is affected by
the fact that many people go to work despite being in pain or feeling stressed. In a
Swedish study of some 1,500 computer users, respondents were asked to estimate
any productivity loss caused by musculoskeletal problems. Eight percent reported
a productivity loss of 15 percent of their ordinary work performance over the last
month (Hagberg, Wigaeus Tornqvist & Toomingas 2002). These figures correspond
to a total loss of three million workdays per year for the entire Swedish work force.
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11.3 Work and Stress-Related Disorders

The Karasek Theorell model, describing relations between stress-related complaints
and demand, support, and control (Karasek & Theorell 1990) is now the most widely
used model for analyzing psychosocial work environment factors and their rela-
tionship to occupational health problems. This model suggests that the combina-
tion of perceived demands and perceived control at work is a determining factor
for stress. High job strain—i.e., high demands in combination with low decision
latitude, is associated with the highest risks for health problems. Control, in this
respect, consists of two major components: the degree of personal control/decision
latitude in work situations, and the degree of control over the level of competence
used.

Experience shows that when new IT systems are introduced in the work place,
users often feel that demands on their performance increase. Karasek Theorell’s
model shows that this is not a problem provided that the control and support
factors are within acceptable limits. Research shows, however, that subjective
control and support factors often decrease when new systems are introduced
(Åborg 2001).

11.4 Usability and Occupational Health Problems

We use the term usability as defined in the ISO 9241 standards on software
ergonomics for office work with visual display terminals (VDTs): Part 11, Guidance
on Usability.

“Usability is the extent to which a product can be used by specified users to achieve specified
goals with effectiveness, efficiency, and satisfaction in a specified context of use” (ISO
9241-11 1998).

Although ISO 9241-11 does not explicitly cover occupational health issues, it
provides a clear connection between the satisfaction aspect of usability and health
problems in computer-supported work. According to ISO 9241-11, satisfaction mea-
sures can be obtained from “. . . rate of absenteeism,. . . or from health problem
reports. . . .” (ISO 9241-11 1998)

ISO 9241-10 (1996) specifies a number of principles for dialog design. These
principles do not explicitly address occupational health in broad terms, such as
mental and physical variation, social support, and computer dependency. Suitability
for task requires, for instance, that no irrelevant information be displayed and that
the format of output and input should be appropriate for the task. These guidelines
address task suitability on a detailed level, but fail to take into account whether
or not the task as a whole is designed to reduce the risks of occupational health
problems.

Hence, addressing usability in IT systems development may potentially con-
tribute positively to the reduction of effects on users’ well-being. However, Clegg,
et al. (1997) report that a majority of projects address usability but not occupational
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health matters. This was confirmed in one of our studies that indicated that the
usability concept does not provide sufficient support for addressing users’ health
concerns in systems development (Boivie, Åborg, Persson & Löfberg 2003).

11.5 Systems Development and User-Centered Systems Design

In system development, technology often comes before work practices, and con-
sequently emerging work practices and situations are shaped by technology or IT
systems (Clegg, et al. 1997; Eason 1997). Hence, the systems development process
has great impact on workers/users, changing the nature of their jobs and their every-
day work situation (Sandblad, et al. 2003). In our experience, successful system
development is characterized by certain aspects, as listed below, some of which are
confirmed by the Chaos Report (Standish Group 1995 & 1998):

• User involvement in all project phases
• Focus on usability throughout the project
• Clear directives and a consensus on the project’s objectives
• Small projects or stepwise development
• A well-planned deployment process (installation of system, introduction of users

to system, training, support, etc.)

User-centered design (UCD) (Norman 1986; Greenbaum & Kyng 1991; ISO
13407 1999) and user-centered systems design (UCSD) (Gulliksen, et al. 2003) pro-
vide approaches and methods for addressing usability and users’ needs in IT systems
development. These approaches and methods emphasize the necessity of involving
users, addressing usability, and understanding users’ needs and work practices. For
instance, they suggest studying users in work situations to understand the activity-
oriented view of work (Sachs 1995), reflecting what people really do in their work
to meet organizational and individual goals. Other user-centered methods involve
joining together with users in participatory design sessions, using lo-fi mock-ups
and prototypes as communication tools.

We believe that user-centered methods and approaches open up the way to
addressing users’ health issues. Understanding and designing for work practices
must surely result in an IT system that is well-adapted to the users’ work situation
and provides proper support for their tasks, and thus is less likely to cause frus-
tration, RSI, and cognitive work environment problems. However, involving users
and usability expertise is probably not sufficient. Occupational health experts must
also be involved, which requires communication tools and representations that can
capture health issues and risk factors (Boivie, Blomkvist, Persson & Åborg 2003).

For authors that require more information on how to apply UCSD according to
our approach, we recommend studying the key principles for UCSD (Gulliksen,
et al. 2003) and details on the usability design process for practically conducting the
work we point towards (Göransson, Gulliksen & Boivie 2003).
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11.6 Studies

11.6.1 Background

The studies described in this chapter are part of an ongoing action research project
involving six public authorities focusing on improving their computerized work
environment. The project aims at improving the longterm impact on users’ health
through more efficient and effective IT use. Each authority involved has one sub-
project, and these projects are in different phases. This chapter describes the results
of the project after approximately 11/2 years.

11.6.2 Organizations

The six authorities included in the study comprise a wide set of services provided
to customers. These services include student loans and various student allowances,
matters concerning talking books and Braille, geographic information (maps, satel-
lite pictures, etc), immigration, services in meteorology, and services related to
starting and running a business enterprise. The authorities have all faced major
changes in the past and will face significant changes in the future—for instance,
e-government and 24/7 availability. There have been major reorganizations driven
by both external and internal factors. One authority, in particular, is subject to large
variations regarding the demands for their services, owing to events in the world
at large. Another authority is facing privatization of some services it offers to the
general public. These changes affect the organizations at large, as well as the indi-
vidual employees in their role and work. There is a certain amount of anxiety among
employees in virtually all the organizations, owing to personnel cuts and job inse-
curity.

The organizations vary in size, from small (less than 100 employees) to fairly
large (more than 3000 employees). In one of the authorities, 10 percent of the staff is
visually impaired to various degrees. They use assistive technologies in their work,
such as screen readers. Employees in these organizations range from specialists with
academic degrees in areas such as law, hydrology, or sociology, to administrators
with no academic degrees. All the organizations have a mix of newly employed staff
and employees who have worked in the organization for some period of time—up
to 20 or 30 years, in some cases.

Four of the organizations are distributed across the country, with offices in vari-
ous places in Sweden, while two have one main office only. All the authorities have
been relocated to towns outside the Stockholm area (the capital of Sweden) as a
result of government programs for regional development.

All the authorities are highly computerized and automated. For example, IT is
used for case handling, for compiling and providing information, and for providing
services to customers. This means that work is sedentary to a large extent, where the
employees spend a large proportion of their work hours sitting in front of computers.
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In some authorities, virtually all work has been computerized. In two of the authori-
ties, some work tasks are highly mobile, and mobile technologies are developed and
used. Risk factors regarding occupational health problems include high pressure
regarding productivity, sedentary work, low control over one’s work situation, and
conflicts with customers.

The different services provided by these six organizations place different
demands on employees and their communication with customers (or citizens).
Some of the organizations process cases that are highly sensitive, where customers
may be frustrated, desperate, or otherwise negatively affected by the situation, and
where threats and even violence occur once in a while. Other organizations provide
services that are less likely to produce strong emotions. However, communication
between customers and authorities is never unproblematic, and there is always
a certain number of frustrated or upset customers that employees in all these
organizations have to deal with—for instance, conflicts about land use, or problems
with repayment of student loans.

IT development is primarily driven by external factors—for instance, new
legislation—and controlled by deadlines (new legislation coming into effect on
particular dates). IT development, operation and maintenance is organized in dif-
ferent ways. Four of the organizations have inhouse IT development departments,
responsible for developing applications and for the operation and maintenance of
existing applications and infrastructure. These departments have outsourced some
operation and maintenance functions, as well as certain help desk functions. They
also hire external consultants as resources in their development projects. One of
these organizations is special because a large number of their ordinary staff work
with technical issues that are closely related to IT development, such as writing
scripts and database queries. The remaining authorities have outsourced the main
part of their IT development and/or use standard products for tasks such as case
handling and production. One of the latter is currently rebuilding an inhouse IT
development organization.

The studies focus primarily on the work situation of the civil servants, (i.e., white-
collar workers) in these organizations who provide services to customers.

11.6.3 Qualitative Approach

We have used a qualitative approach in our research study because the aim is to
gain a deeper understanding of attitudes towards and practices for usability—i.e.,
users’ health issues, IT development, and user involvement. Our role as researchers
has been that of compiling, interpreting, and analyzing data, as well as that of par-
ticipating in projects implementing and evaluating actions suggested in the initial
studies.

Positivist research is based on the criterion of replication, which means that if the
same or other scientists repeat the research process, they should come to the same
conclusions. However, this criterion is not relevant in qualitative research, because
both the participants and the researcher changed during the project and it is not likely
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that results would be replicated. Instead, qualitative research should be measured by
other quality criteria, and in this study we try to conduct research according to the
seven quality criteria and principles established by Klein and Myers for interpretive
qualitative research (Klein and Myers 1999). These criteria include

1. The Fundamental Principle of the Hermeneutic Circle
2. The Principle of Contextualization
3. The Principle of Interaction between the Researchers and the Subjects
4. The Principle of Abstraction and Generalization
5. The Principle of Dialogical Reasoning
6. The Principle of Multiple Interpretations
7. The Principle of Suspicion

Moreover, we try to adhere to the quality criteria described by Lange, Baungaard,
et al. (2004): transparency, consistency and validity. Transparency means that per-
sons who have not been involved in the project should be able to follow the process
through descriptions and illustrations. Consistency implies that the researcher must
be able to explain why a specific research method is used to understand a specific
problem. Finally, researchers must apply some criteria of validity and address the
question: “Am I doing good work?” (Lauge, Baungaard, et al. 2004)

Qualitative, interpretive research based on case studies leads to contextual, in-
depth knowledge, and should not be generalized. However, the organizations and
the findings are not unique or unusual, and therefore we hope that the reader will
find our research applicable in other settings.

Data was collected in semi-structured interviews, and in a case study, as
described below. After the interview studies, most authorities started subsequent
projects for implementing and evaluating some of the measures suggested in the
initial study. Some authorities decided not to continue with an implementation
project owing to various factors (e.g. major reorganizations).

11.6.4 Interview Studies

Semi-structured interviews with key informants were conducted, and the data was
collected and analyzed separately in each organization. The results were compiled
into one report for each authority and reported back to the stakeholders to ensure
objectivity and to get feedback on the results. In total, six different researchers inter-
viewed 127 key informants. The objective of each study was to identify problems,
obstacles, and strengths in these organizations in regard to the following issues.

General Issues

• What factors and changes control organizational development?
• How do these changes affect the civil servants and their work?
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Occupational Health Problems

• How are occupational health problems addressed in the organization and who is
responsible?

• What types of measures are introduced to eliminate or reduce risk factors?
• In what ways are occupational health issues and risk factors addressed in the

design, development, and implementation of new IT systems?

Design, development, and implementation of new IT systems

• What factors control IT development?
• In what ways are usability issues addressed in the IT development process?
• Who is responsible for usability in the development process?
• Are users involved in the IT development process, and how?
• How are new IT systems (or modifications to existing systems) introduced in the

organization?

The interviews were based on interview guides. We used slightly different inter-
view guides in different organizations. However, the interview guides were, in
essence, variations on the same themes. They all covered the questions listed above
and some additional questions about the role and background of the informant, as
well as their own responsibility with regard to usability and occupational health
issues. Moreover, the questions were adapted in accordance with the organizational
role of each informant. Participants spanned all hierarchic levels and the informants
were identified by the different organizations themselves. The roles of the infor-
mants include, for instance:

• Management—people working on strategic levels with business goals (HR
people)

• Civil servants, clerks, administrators
• System owners, system administrators, system coordinators
• Help desk people
• Project managers, usability specialists, IT architects
• Union representatives

Each interview lasted for about one hour and was conducted onsite, except
for a few complementing interviews over the phone. Informants were promised
anonymity, but in some cases the informant had such a role that it would be possible
for someone knowing the organization to trace the source of certain information.
Most interviews were conducted by one researcher interviewing one person, as in
Figure 11.1. In some cases, two researchers were present, and in a few interviews,
two persons were interviewed at the same time. We took notes on paper, and when
two researchers conducted interviews, one of the researchers documented them
directly on a laptop. A few interviews were transcribed and, in some cases, notes
were transcribed. About half of the interviews were taped to provide for citations
or checking results against interviews and as a reference and justification for the
reports giving feedback to the organizations. Data from different interviews were
compiled and analyzed by two or three researchers per organization.
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Fig. 11.1 Most interviews were conducted by one researcher interviewing one person

11.6.5 Case Study

Data was also collected in a case study of an ongoing implementation and evaluation
project in one organization. This project comprised the second and third phases
of the action research cycle—i.e., the action and evaluation phases. We worked
together with people within the organization, helping them identify actions and
measures to address problems identified in the first phase (the interview study).
We also followed the organization during the action phase when measures were
implemented, providing support and observing the outcome. Finally, we evaluated
the outcome of the measures and provided feedback to the organization.

Data was collected throughout these phases, primarily by means of participatory
observations and interviews with key informants. We followed the organization for
well over a year by participating in various activities, such as project meetings,
office meetings, and various work meetings. We participated actively in the activi-
ties (being members of the project group) but also observed certain aspects of the
interaction and communication in activities. We mainly focused on issues regarding
attitudes toward users (the civil servants), user participation in IT development, and
the factors controlling the IT development at large in this organization.

We have also taken part in an extensive program for communicating knowledge
about occupational health issues in computer-supported work, usability, IT devel-
opment, and user participation throughout the entire organization. In these sessions,
we have taken notes of discussions about these issues.

Results from the case study, as well as from the interview study, were analyzed
using mind maps by two of the researchers (see Figure 11.2).

The mind maps were organized according to some of the predefined categories
found in the interview guides, but there were also new categories added as data
was analyzed. Pieces of paper were cut from the different reports made to the
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Fig. 11.2 Mind maps were used to analyze data

organizations and from our research notes to illustrate and illuminate categories.
These pieces of paper were joined together and placed under different categories.

11.7 Results

This section describes our findings regarding attitudes about, and practices for, inte-
grating usability and occupational health matters in systems development processes.
We illustrate the results with quotes from the interviews.

11.7.1 Perspective of Users and their Work

The perspective or view of the users and their work was not explicitly brought up in
the interviews, but certain ideas and aspects recurred implicitly and formed a kind
of underlying framework, within which the users and their work were discussed.
These include a focus on the customers (citizens) and their needs, and an equally
strong focus on efficiency and automation coupled with the surveillance and control
of the civil servants. There is also an underlying assumption that the civil servants’
work is quite trivial. These underlying assumptions about the civil servants and their
work are reflected in the IT development process and the process of implementing
new technology.
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11.7.2 Focus on Customer, Efficiency, and Automation

Customer satisfaction, efficiency, and a high degree of automation are the main goals
in the organizations, and these factors drive the IT development to a high extent.
The work situation of the civil servants has low priority, and is not described in the
visions of future organization–nor are implications for the well-being and health of
the civil servants explicitly considered.

Customer satisfaction, with efficiency and e-services, is important in the author-
ities, and managers as well as civil servants stress these goals in the interviews. The
informants describe that e-services must be right for the customer, and usability is
addressed in the design and development of these services, where the customer is
the end-user.

The focus on efficiency is reflected in IT systems. For example, when working
with telephone services, the civil servant automatically receives a new call 5–10
seconds after a phone call has been finished. This may increase efficiency, but is
perceived as one of the most stressful features of the work situation created through
IT. The civil servants in our interviews also pointed to the focus on production in
quantitative terms, and the reality that there is little focus on the quality of their
work. Management measures work performance in terms of the number of cases
being processed and quality aspects are ignored: “You look at the pile of paper, and
from the size you can tell if you have done a good job or not.” In several authorities,
the focus on efficiency has led to an increased workload for the civil servants: “It is
very hard for them, and there is much overtime.”

Furthermore, increased automation of case processing has top priority, and all of
the authorities have implemented electronic case processing at least to some extent.
Visions about the future are based on the idea that citizens (customers) fill out and
send forms and applications electronically, and the main part of the case processing
will be done automatically with computers making the decisions. The role of the
civil servant will be to take care of complicated cases and to support the computer
when it fails to process a case due to incomplete or incorrect information. Several
informants pointed out that there is a high risk for deskilling and routinization of
the civil servants’ work, which is in direct contradiction to the goal of creating
challenging, healthy, and satisfactory work for them.

11.7.3 Focus on Surveillance and Control

In these organizations, IT systems are often used for surveillance and control.
Detailed supervision of work and work performance is made possible by informa-
tion technology and managers supervise the case handling process and work perfor-
mance of individual employees through the IT system. In some cases, surveillance
of the individual employee is directly connected to their salary. Some informants
saw performance statistics as positive in that they helped improve productivity and
created an element of positive competition. Some informants, however, found it
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stressful that computers were used to monitor work and their individual perfor-
mance. They felt that the focus on surveillance implied that management “mistrust
that we can take responsibility for our work.” Moreover, managers are described
as being too focused on statistics and performance measurements: “There’s lots of
statistics at all meetings.”

11.7.4 Case Handling is Regarded as Trivial

Our studies show that case handling work is regarded as trivial and simple by many
informants in these organizations who are not directly involved in case handling,
e.g., management and people in the IT departments. Some of the case handlers
described the lack of understanding in this way: “This work is much more complex
than anyone seems to believe,” and another informant said “You must show great
respect for our daily job, it is the center.”

For example, some IT professionals in these organizations claimed that they had
a good picture of case handling and of the core business in general, despite the fact
that they had little or no experience and knowledge about the real work situation
of the civil servants—nor had they seen the IT systems being used in real life. Not
even the usability experts had studied the context of use and the work situation of
the users.

Problems in the IT system indicated that the understanding of case handling work
was limited to an information flow perspective. The systems support the flow of one
single case from entering the system until completion—i.e., the idea that you work
with one case at a time until it is finished. The complex, flexible, and situated nature
of case handling work is not supported. For example, some systems did not support
opening two cases simultaneously, which is necessary when the civil servant works
in parallel with handling cases and answering phone calls.

11.7.5 Development of IT Systems Based on Technology
and Process Descriptions

In these organizations, the design and development of IT systems are based on
abstract information flow models such as the case handling process, or use cases
describing interaction as information flow and processing. The work situation of
the users—i.e., their situated work practices and problem solving—is not taken into
account, and as described above, not fully known. This results in IT systems that do
not support the situated nature of work, which is illustrated by this comment: “This
is not possible to work with, this is useless!”

Moreover, this perspective may lead to inflexible and rigid IT systems that shape
and confine the work situation: “The new computer system forces you to do things
in a specific way. Previously we had different alternatives.” The interviews indicated
that there are several problems with the IT system: for example, too many windows
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when working with a specific task, the lack of integration of information between
different systems, the number of clicks required for completing a simple task, and
workarounds required to solve other tasks. One example of poor fit between the IT
system and work was a new mail system that one informant described in the follow-
ing manner: “If it takes half a minute to answer the email, it takes three minutes to
register it in the computer system.”

Some of the IT professionals in our interviews were aware that the basic design
and structures of the IT systems were inadequate. They described improving the IT
systems as: “We put lipstick on the corpse,” but they often ascribe the problems to
poor requirements analysis and inadequate descriptions of work in the models. Their
solution to the problem of poor fit between systems and work was often to further
detail and analyze work in the requirements phase, but using the same methods and
representations.

Some civil servants felt that new IT system had negative effects in regards to
stress, comfort, and work situation: “We have had an OK situation here, until a few
years ago when we introduced two new computer systems.” In some cases, problems
with the IT systems had direct negative effects on the organization. For example, one
organization had to close their reception from time to time because one of their IT
systems went down, leading to frustration and stress.

In one authority, a system development project with a focus on usability and
the users’ work situation and tasks was often referred to as a good example. In
this project, the project manager had great interest in usability and user-centered
design. However, this project met with strong resistance from the IT department in
test routines and design methods. The informants described that it was difficult “to
force through a new way of thinking about tests, about how to design windows, and
to test that they are usable. They just continue the way they always have, just as
usual.”

11.7.6 Training – Focus on Technology not Work Situation

When new IT systems are introduced, the training often focuses on various features
in the interface—e.g., information fields or search engine features. The training
seldom introduces and explains new work practices and routines, leaving it to the
users/workers to identify new work practices on their own. For example, informants
in one organization described that the trainers had excellent computer skills and
knew the new system well, but they did not know how it was going to be used in the
organization. However, informants in another organization were pleased with the
training they received in that it had focused on new work practices, and it had truly
helped them create new routines.

Moreover, many informants claimed that they are not given enough time to prac-
tice during training sessions, and that they have to find that time in their daily work
after the training. This results in a stressful work situation because managers still
focus on performance—e.g., the number of cases being processed—in the new IT
system. In one case, the system development project had such a short deadline that
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no formal training was provided and the civil servants had to learn the new sys-
tem while working with it. This lack of training and time to practice was heavily
criticized.

Furthermore, systems development projects often a have a technical ending, and
the work situation of the users emerges without anyone reflecting on what the work
situation will be like. As a consequence, some informants felt that they lose control
over their work and work situation, which is stressful and strenuous.

11.7.7 IT Department and Users – Two Separate Worlds

There is little contact and communication between IT departments and users. The
lack of mutual encouragement among users and developers leads to alienation
between the groups and little understanding of the needs of the other group.

11.7.8 Business Development and Systems Development

Informants had very different opinions about business development and IT develop-
ment, and there were large individual differences in all of the organizations. Most of
the IT people, however, maintained that organizational goals control the IT devel-
opment, but this view was not shared by people in other parts of the organizations.
Instead, they claimed that IT development determines and shapes organizational
development and job design. Some of these informants also pointed to external
factors that impact business development, but said that the outcome in terms of IT
systems and their design is decided by the IT development department. Moreover,
the civil servants in one authority said that the IT people seem more interested in
developing new functionality than in maintaining and improving the existing sys-
tems. There is a clear tension between the needs of the civil servants and the interests
of the IT people: “Well, there are different wills.”

In one of the authorities, IT development did not seem connected to business
development at all. One informant argued that development projects simply build
systems in accordance with existing work practices, without any improvements
or changes. The new system simply freezes existing work practices, preserving
them as is.

11.7.9 User Participation

In systems development, user representatives often participate over an extended
period of time and on a part-time or full-time basis. Often the same people partici-
pate in different development projects, and many of them have not worked with case
handling in years. Hence, civil servants become IT workers to the extent that this is
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considered a career path in the organizations, even though they have little power in
the projects. Furthermore, the user representatives are often considered more skilled
and knowledgeable in case handling than the average case administrator, and are
often super users of specific systems. It seems that it is a combination of personal
interest, previous experience,e and competence that determines who participates in
the development projects.

In most of the organizations, involving users in development projects is optional
and decided by the project manager. Because systems development projects often
have a tight time schedule, the project manager often chooses to focus exclusively on
the essential functionality as specified by requirements specifications. Consequently,
there is no time to involve users. When involving users, the project managers prefer
people with previous experience from systems development.

The role of the users and their contribution to the projects vary to a large degree,
both between the organizations, but also between different projects within the same
organization. However, it seems that the most common task is to test functionality
and to review specifications, requirements, and system descriptions. Users are sel-
dom involved in prototyping activities or in the system design. Some of the user
representatives we interviewed said that their role in the projects was unclear and
confusing. They sometimes felt frustrated and uncertain about what they were sup-
posed to do. On the other hand, some of them saw an opportunity to define their
own role and areas of responsibility, seeing that this makes it possible to work with
the parts that interest them, and where their contribution matters the most.

Another problem described by the user representatives was that the language
used in system development is different from their own. They cannot use their every
day vocabulary when participating in projects: “You speak different languages.”
This makes it difficult for them to understand and to contribute in discussions in
the projects: “You are silent. You don’t understand anything that they say.” The
user representatives said that these language barriers make it difficult to talk to pro-
grammers, and that it takes years to learn the programmers’ vocabulary and way of
speaking.

Moreover, some of the user representatives felt that they are “on lowest rank”
in the development projects, and that they have little possibility and power to make
changes.

11.7.10 Lack of Communication and Contact

Generally, the people in IT departments said that they cooperate closely with users
and other representatives from the organizations. However, people in the rest of
the organization did not share this view. Our study indicates that there is often a
communication gap. For example, the civil servants did not always know where
the new systems come from, or why new IT systems were introduced. The civil
servants generally did not have a clear picture of where to send suggestions for
improvements to their IT systems. Moreover, if they sent suggestions, they sel-
dom received any feedback, and they were not informed about how the different
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suggestions were prioritized. The IT people we interviewed were not happy about
the situation, because they felt that they never received any positive feedback from
the users. They were only informed when the systems did not work properly.

Generally, people working in the core business do not consider themselves suf-
ficiently involved in systems development: “People from the core business have not
taken part in any requirements work. If they would have asked us in a better way
then we would have been able to tell them what we really need.”

However, in the studies we also saw examples of good communication and
contact—for instance, where systems developers had a close and informal relation
to users, because they were located in the same office. Some of the union represen-
tatives we interviewed claimed that they take an active part in systems development.

11.7.11 Perspective on Usability

Finally, our studies indicate that there were problems with the attitudes towards
usability and usability expertise in these organizations.

There are few usability experts in these organizations and they are primarily
involved in development projects that build external web applications customers,
such as e-services. The usability experts we talked to said that they seldom had
enough time in the projects to do all the activities needed to produce a usable system.
Several of the informants believed that this was due to a lack of understanding of
what usability experts do: “No one really understands what I do.”

11.7.12 Usability in Systems Development

Generally, there was little usability focus in systems development in these organi-
zations. Usability was seldom an integral part in the requirements process with few
usability activities, and there were few usability goals in requirements specifications.
As a result, the IT departments did not see the need to include usability expertise
when staffing development projects. Usability activities were often limited to test
activities towards the end of the development process when there are limited pos-
sibilities to make any significant changes. One informant illustrated the situation in
the following way: “usability is seen as a shell that you put on, outside the system,”
and another informant said “You already have finished and ready systems, and then
you try to design a little on the surface of them.” However, one organization had
specified a usability plug for the rational unified process, and this was believed to
contribute to usability to a high degree.

Furthermore, several informants from the IT departments felt that usability is a
vague and unclear concept. Other participants in the systems development projects
did not fully understand what usability is, and in what way it will improve the IT
systems. In one organization, people from the IT department considered usability
not applicable to the particular technical platform that was used.
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In one authority, informants claimed that usability receives low priority owing
to a previous system development project that was a complete failure. Subsequent
projects have focused on functionality and technical problems: “No one dared to
have any detailed and extensive requirements after that.”

11.8 Discussion

Quality in value—i.e., users’ wellbeing, productivity, and user satisfaction —is
related to attitudes and perspectives underpinning discourse about users and their
work in the development process (as well as in the organization at large). These
attitudes and perspectives are embodied in methods, models, and representations
used for analyzing and describing users’ needs and their work. The models and
representations are used as input in the development process, determining design,
contents, and structure of the IT systems.

In the workplace, one essential aspect of usability is the fit between organiza-
tional goals and work practices on one hand, and IT systems on the other hand. IT
systems should “. . . fit into the fabrics of everyday life” (Beyer & Holtzblatt 1998,
p. 1). It is, therefore, essential to understand users’ current work practices, and how
these practices may be affected and improved by new technology. A fragmentary
understanding of the work situation and work practices may result in IT systems
that are poorly adapted to the users’ needs, causing frustration and strain in the
work situation. Long-term frustration and strain, in combination with low control
and poor social support, is a risk factor for stress related disorders, affecting users’
wellbeing, productivity, and satisfaction.

Systems development is often based on an engineering-oriented view of problem-
solving and knowledge. This view is closely related to the systems theoretical per-
spective, which places emphasis on the technical and formal aspects of the rela-
tionship between man and machine (Nurminen 1987; Kammersgaard 1990). In
an engineering-oriented perspective, users (people) are primarily defined by their
relation to a technical system. Their tasks, goals, and needs are described as sets
of predefined steps and rules defining the interaction between users and systems
(Boivie 2005). The methods, models, and representations used in many systems
development processes reflect this view of people and work—e.g., use case models,
process models, and data flow models.

However, work is also a highly complex social process—a joint activity based on
communication and interaction between people. Work is also purposeful—driven by
goals or intentions. Moreover, work is specific to the context and shaped by circum-
stances of the situation as it evolves—i.e., it is situated and contextual. This means
that work practices cannot be predefined; they emerge in the evolving situation and
are constantly generated, shaped, and adapted to it (Suchman 1987). Human beings
are adaptive, flexible, and innovative. In short, work cannot be described solely by
rules or predefined sets of operations and steps (Winograd & Flores 1986; Green-
baum & Kyng 1991).
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Fig. 11.3 The engineering-oriented way of thinking and the messy nature of work

Thus, there is a tension and conflict between an engineering-oriented way of
thinking about and representing users’ work and work practices in well-defined
models, and the messy nature of those work practices (Figure 11.3). An engineering-
oriented way of thinking favors representations that focus on the formal and intellec-
tual aspects of work (Nygaard 1986; Greenbaum 1990; Harris & Henderson 1999).
They do not accommodate users’ practical knowledge about their work, their under-
standing about “what-to-do,” or “how-to” in a specific situation (Schön 1995). As a
consequence, there is a tension between how users experience and understand their
everyday work situation and representations (models) that are used in systems devel-
opment. This tension or conflict has two effects. First, it makes it difficult for users
to participate in design processes because they do not recognize their work practices
in these representations. Secondly, representations can only provide a fragmentary
understanding of users’ work, undermining the fit between the system under devel-
opment and the users’ work practices.

Discussions about relations between attitudes and perspectives in systems devel-
opment processes, and quality in value of the emerging system and ultimately
emerging work situation are not new. It is one principle underpinning the Scandina-
vian school (Greenbaum & Kyng 1991) and user-centered systems design (UCSD),
and has been discussed extensively for at least 20 years. The problem is that lit-
tle seems to have happened in real-life systems development. Users are still kept
at arms’ length in development, little attention is paid to their work situation, and
health issues and usability issues get lost (Boivie, et al. 2003).

This is particularly evident in our case study, where a strong focus on automation,
efficiency, and legal security control and shape the development of new technology,
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and ultimately the tasks and work practices of the civil servants. These tasks emerge
because of new technology—they are simply what is left over when the computers
have done their part. Little attention is being paid to such issues as the routinization
and repetitiveness of work tasks, control over work situation, control over pace and
order of tasks, social support, and deskilling, all of which are well-known risk fac-
tors for occupational health complaints. Nevertheless, there is an awareness in the
separate IT development projects about these issues. We have interviewed partici-
pants in one project, and they pointed to the risk that the system they were building
would create work situations where the civil servants become process operators
instead of specialized and skilled knowledge workers. The responsibility of making
decisions about automation versus manual processing of the various steps in the case
handling process rests with the project—primarily with the user representatives, the
procurer, and the project manager. They all expressed frustration with having to
make these decisions because efficiency and a high degree of automation was top
priority, while the users’ future work situation was not addressed at all.

Furthermore, the studies confirm that there is a gap between users’ work and
their situation, and the discourse underpinning IT development. The views of users
and work expressed in the interviews, and in the case study, display some char-
acteristics of the system’s theoretical perspective of human activity and work as
discussed earlier. Not least important is the view that the civil servants’ works is
trivial. Their work was frequently discussed in terms of simple steps and opera-
tions that may be predefined and automated in accordance with clearly defined rules
and regulations. It was seen as a problem that civil servants have to make deci-
sions in complex cases where the computer fails to generate a decision and where
human judgement is required. These human decisions were seen as subjective and
open to interpretation—which is the very reason that the computer fails to make
them in the first place—and the civil servants making the decisions were seen as
incompetent.

Another result of the perspective on the civil servants and their work is that
the available usability experts were primarily involved in external IT development,
such as the development of e-services to be used by the general public. Usability
was not considered equally important for the internal users—i.e., the civil servants.
There seemed to be an underlying assumption that they simply have to use what
is installed on their computers, and that usability in this context is an unnecessary
luxury connected to their satisfaction alone, having little to do with their productivity
and well-being.

User-centered design has been promoted as a way of creating IT systems that are
better adapted to the users’ needs and work practices. User involvement, however,
is not sufficient to address the problems, as illustrated in our studies. These organi-
zations all have development processes where users (or other representatives from
the organization) are involved. They are typically involved over extended periods of
time, however, on a full-time or part-time basis, and become IT workers of a kind,
albeit with little power in the projects. User involvement must be complemented
with a focus on usability and the work situation of users. Focus on information pro-
cessing and information flow in the systems theoretical perspective must be comple-
mented with other perspectives and methods that focus on and capture the situated
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and contingent nature of work and work practices—for instance, field studies and
contextual interviews (Beyer & Holzblatt 1998).

We have introduced the idea of field studies in one organization in our case
study. However, field studies are often quite extensive and time-consuming, making
them impractical in the contexts of these organizations and their IT development.
A number of questions regarding how to conduct and document field studies and
how to make use of the results arise. For example, when should field studies be
conducted, and who should do them? If field studies are conducted early on in the
process, before the start of the actual development project, how should the results
from the studies be documented to make sense to somebody else later on in the
process? Moreover, if field studies are part of the commissioning process, how do
these field studies relate to the studies conducted by the analysts and designers in the
development project? It may be argued that it should be enough to conduct studies
early on, and then hand over the documentation to the designers and usability people
as input to their design.

In the literature, usability metrics have been suggested as a way of safeguarding
usability in the systems development process (for instance, ISO/IS 13407 1999;
Mayhew 1999). It is argued that usability metrics place usability on the agenda, and
that if usability is included in the requirements specification it cannot be sidestepped
and ignored in the project. Metrics, for example, in terms of productivity statis-
tics and technical performance, are essential in these organizations, and metrics
for usability and quality in value would fit into their overall focus on metrics. In
our case study, an IT user index has been introduced, measuring how the users
perceive the usability of their IT systems. The idea is that if usability is measured
on a regular basis, the IT department will have to take usability into account in
their development process. The underlying assumption seems to be that expressing
usability as numbers will make it visible, and that these numbers represent some
kind of objective truth about the IT systems. Frequent complaints, suggestions for
improvements, frequently reported problems with using the IT systems are seen
as subjective and do not seem to represent the same kind of truth. However, there
are problems with metrics. Usability and quality in value comprise many different
aspects, some of which cannot be easily turned into metrics. Specifying quality in
value or usability as a set of well-defined parameters complies with the need for
formal representations in the development project, but obscures the complex and
situated aspects of work discussed earlier. The difficulties with expressing such
aspects in numbers make them in no way less important. The question is how to
deal with them in a development process that is based on a metrics approach.

To sum up our discussion, we have identified problems with attitudes and per-
spectives on users and their work in our studies. These attitudes and perspectives
are embedded in the methods, models, and representations used in systems devel-
opment, which in turn shape the IT systems and the emerging work situations of the
users. Hence, quality in value, i.e., users’ well-being, satisfaction, and productivity
are shaped by attitudes and perspectives held in systems development. User-centered
design and field studies are suggested to address the problems and to improve the
understanding of the users’ needs and work practices in the development projects.
However, UCSD field studies come with a number of problems and issues when
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applied in the contexts of our studies. These problems and issues need to be resolved
in the future.
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Abstract This chapter discusses how to understand the purpose of formative usabil-
ity evaluation. We raise concerns about common ways of understanding usability
evaluation, and propose a complementary view of usability evaluation as idea gen-
eration. Implications of this view for researchers and practitioners are discussed,
and it is argued that seeing usability evaluation as idea generation may help move
research in evaluation methods forward. In addition, we suggest practitioners some
benefits of viewing their work as idea generation and some concrete techniques
based on this view.

12.1 Introduction

The activity of usability evaluation is broadly concerned with investigating the
usability of information technology. We focus on formative usability evaluation,
where the aim is to affect the development of a product. A host of methods for
performing usability evaluations has been proposed for this aim (e.g., Cockton, et al.
2003a; Dumas 2003), and a substantial literature discusses the relative benefits of
these methods based on empirical comparisons of their performance (Nielsen 1992;
Bailey, et al. 1992; John & Marks 1997; Cockton, et al. 2003b). The methodological
challenges in such comparisons, however, have proven substantial (Gray & Salzman
1998).

The assumption behind this chapter is that activities in the field of usability
evaluation—in particular, which methods are proposed, how methods are compared,
and how evaluations are done in practice—are determined to a large extent by what
is seen as the purpose of usability evaluation. For example, if we see the goal of
usability evaluation as identifying defects in software, then evaluation methods that
help evaluators find many usability problems are of importance: we might under-
standably compare evaluation methods by counting how many problems they each
identify, and we should author usability reports that mainly list usability problems.
If, however, we see usability evaluation as an activity that is intended to influence
software design, then we may be more interested in whether designers and devel-
opers can understand the problems an evaluation method helps identify, and conse-
quently try to quantify the impact of evaluations on development activities.
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Based on this assumption, we explore a complementary view of usability evalu-
ation. Our motivation for doing so is twofold. First, research in usability evaluation
has been troubled by methodological difficulties and deficiencies (Gray & Salzman
1998; Hartson, et al. 2001). Among other things, finding a valid dependent variable
in comparisons of methods is hard, and techniques for focusing on a method’s down-
stream utility (John & Marks 1997) are rare. The second motivation is more prag-
matic. The ability to get ideas (rather than merely list usability problems) appears
highly relevant for usability practitioners and the developers/designers that they
work with. Yet, as we will argue, it has not been a focus in work on evaluation
usability methods; this may be one reason why usability evaluation has had a limited
impact on software development (Hornbæk & Stage 2006).

This chapter proposes idea generation as one view of the purpose of forma-
tive usability evaluations; we refer to this as the idea-generation view. The idea-
generation view contends that usability evaluation is a process aimed at giving
evaluators, developers, and designers ideas about users, users’ tasks, and the applica-
tion being evaluated. We argue the case for the idea-generation view, and draw some
implications for research and practitioners. This chapter does not aim to validate the
usefulness of the idea-generation view or of the implications drawn. Our intent is
mainly to explore whether useful new directions in usability research may be gained
from considering usability evaluation as idea generation.

The next section outlines what seems to be the most common way of under-
standing the purpose of usability evaluation, and discusses its limitations. Next, we
describe in some detail the creativity and idea generation literature, and discuss the
idea of considering usability evaluation as idea generation. The following two sec-
tions present some tentative implications for usability researchers and practitioners,
respectively.

12.2 The Purpose of Usability Evaluation

The point of departure for this chapter concerns the purpose of usability evaluations.
While an evaluation may be done in a particular context for a variety of purposes,
we discuss next what appears to be the main view in the literature and its limita-
tions. The following section aims to motivate further the need for an alternative or
complementary view of the purpose of usability evaluation.

12.2.1 Usability Evaluation as Defect-Identification

A variety of definitions of usability evaluation and its purpose exists; let us illustrate
these through a selection of quotes from prominent writings in usability research.
One common definition is that usability evaluation aims to ascertain the usability
of a particular computer system. Karat (1998), for example, presented the view
that “a usability evaluation method is a process for producing a measure of usabil-
ity.” (p. 682) Dix, et al. (2004), in writing about evaluation in general, stated that
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“[e]valuation has three main goals: to assess the extent and accessibility of the
system’s functionality, to assess users’ experience of the interaction, and to iden-
tify any specific problems with the system.” (p. 319). An equally broad, but wholly
pragmatic, view of usability evaluation posits that the goal of usability evaluation is
to make software better; a widely-cited book on usability testing suggested that “the
primary goal is to improve the usability of the product” (Dumas & Redish 1999,
p. 222).

A related group of definitions states more specifically that the purpose of a usabil-
ity evaluation is identification of defects. The quote from Dix, et al. (2004) contains
this view, too. In a discussion of usability testing, Rubin (1994) described the overall
goal of usability testing as being “to identify and rectify usability deficiencies exist-
ing in computer-based and electronic equipment and their accompanying support
materials prior to release.” (p. 26) Gray and Salzman (1998) stated that “UEMs are
used to evaluate the interaction of the human with the computer for the purpose of
identifying aspects of this interaction that can be improved to increase usability.”
(p. 206) Hartson, et al. (2001) presented a similar view in writing that:

The essential common characteristic of UEMs (at least for the purposes of this article) is
that every UEM, when applied to an interaction design, produces a list of potential usability
problems as its output. Some UEMs have additional functionality, such as the ability to help
write usability reports, to classify usability problems by type, to map problems to causative
features in the design, or to offer redesign suggestions (p. 377).

Stone, et al. (2005) presented a definition that includes defect-identification: “[. . . ]
the purpose of evaluation is to assess whether the UI design is effective, efficient,
engaging, error tolerant, and easy to learn and, if it is not, to identify the problems
that are affecting its usability so that they may be improved upon.” (p. 425)

In comparisons of usability evaluation methods, evaluation is often seen as
defect-identification. As an illustration, take Nielsen and Molich’s (1990) classic
paper on heuristic evaluation. In the introduction to the paper, Nielsen and Molich
suggested that “heuristic evaluation is done by looking at an interface and trying to
come up with an opinion about what is good and bad about the interface.” (p. 249)
However, from the second page of their paper to its end, only problems with the
interface are discussed, leading to an exclusive focus on defects. In practice, the
bulk of many usability reports appears to be descriptions of usability problems;
Dumas, et al. (2004) found less than 15 percent positive comments in their analysis
of usability reports from CUE-4 (the fourth installment of a series of comparative
studies of expert evaluators), despite explicitly instructing evaluators to include pos-
itive comments.

In summary, the defect-identification view seems shared by many authors, and is
present also in method comparisons and practical usability work.

12.2.2 Limitations of Usability Evaluation as Defect-Identification

The defect-identification view has several limitations, which give rise to method-
ological problems when evaluation methods are being assessed, and may be part
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of the reason why usability evaluation is sometimes not providing the information
needed in software projects.

As mentioned above, usability evaluations (and comparisons of usability evalua-
tion methods) often focus on defects or problems with the software. Consequently,
the enterprise becomes mainly negative. De Bono (1994) wrote succinctly about this
in a discussion of creativity:

REMOVAL OF FAULTS

This is a basic habit of Western thinking. If you only get rid of faults everything else will
be fine. There are two obvious dangers.

1. We only focus our thinking on what is wrong.
2. Getting rid of the faults in a poorly designed system does not result in a better-designed

system.

Viewing usability evaluation as defect-identification seems to suffer both dangers.
This concern has also been voiced by practitioners and researchers working with
evaluation (Sklar & Gilmore 2004; Hassenzahl & Tractinsky 2006).

Another difficulty with the defect-identification view is that it does not help much
in determining whether a particular evaluation method is valid or more generally
beneficial. Gray and Salzman (1998) discussed what they termed the “problem
counting approach.” They argued that just counting the number of problems a par-
ticular method produces conflates the naming of potential problems with identifying
real problems, because counts of potential problems will include problems that are
not true usability problems. Another difficulty is that different kinds of problem—
for example, with respect to generality, type, aspects of the user interface covered,
or clarity—are given equal weight when counted. While defect-identification need
not necessarily lead to problem counting, counting is a very common approach to
method comparison.

Dennis Wixon (2003) has pointed out another limitation of the defect-
identification view. He finds that most comparisons of UEMs fail the practitioner.
According to Wixon, a premise of the literature on evaluation of methods is that the
“[n]umber of problems detected is the most appropriate criterion for evaluating a
method.” (p. 30) He argued that identifying problems is only the first step towards
improving the product, and that finding fixes for the identified problems is equally
important. Following Wixon’s argument, defect-identification ignores that finding a
large number of usability problems is not in itself a quality of a UEM, if the defect
identification does not lead to changes in the software.

Finally, and this is a main motivation behind this chapter, the defect-identification
view captures only part of the role that usability evaluation plays in software devel-
opment. It does not, for example, capture getting design ideas, communicating
insights to designers and developers, or experiencing things other than problems
in a usability test.

In summary, defect-identification is a common—perhaps the dominant—view of
the purpose of usability evaluation. Yet, it is in some ways unsatisfactory, suggesting
that the development of complementary views of usability evaluation is warranted.
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12.3 Idea Generation and Creativity

The literature on creativity and idea generation has previously been discussed in the
HCI field. In a well-known paper, Ben Shneiderman (2000) discussed notions of
creativity and their implications for interface design. A number of interfaces have
tried to support idea generation and creative processes (e.g., Terry & Mynatt 2002)
and several empirical studies of interfaces aimed at supporting creativity and idea
generation have been reported (e.g., Elam & Mead 1990; Massetti 1996; Marakas &
Elam 1997; Malaga 2000). Shneiderman, et al. (2006) gave a recent overview of
creativity research in HCI.

To our knowledge, however, no one has related the literature on creativity and
idea generation to usability evaluation. We propose that viewing usability evaluation
as idea generation may be fruitful for researchers and practitioners. Before describ-
ing the implications of this view, we introduce some of the notions and research
results that we later argue may inspire usability research.

12.3.1 Central Notions in Creativity and Idea Generation

The literature on creativity is huge. Although Joy Paul Guilford’s presidential
address to the American Psychological Association in 1950 is widely seen as the
start of the era (Guilford 1950), the topic has been discussed for much longer. James
(1890), for example, devoted many pages of Principles of Psychology to describing
the characteristics of thought among geniuses.

In this chapter, creativity is defined based on attributes of products, responses, or
ideas. We rely on a definition by Teresa Amabile (1996) who took as the point of
departure for her work on creativity that “A product or response will be judged as
creative to the extent that (a) it is both a novel and appropriate, useful, correct or
valuable response to the task at hand, and (b) the task is heuristic rather than algo-
rithmic.” (p. 35) Moreover, we see idea generation as being at the heart of creative
processes. In that, we follow a number of authors. Smith (1998), for example, sug-
gested that “Creativity [. . . ] is concerned with the generation of ideas, alternatives,
and possibilities [. . . ] but idea generation per se is the process’s indispensable core.”
(p. 107) In addition, Brown (1989) argued that the divergent thinking approach to
creativity—seeing creativity as the ability to generate many different ideas—is the
most developed understanding of creativity.

Note that creativity and idea generation should be thought of not only as great
discoveries, ingenious inventions, or artistic expression. Ripple (1989) made the
argument that the potentiality for creative thinking exists in everybody, as indicated
by ordinary persons’ distinctly unique solutions to everyday situations in their lives.
In discussing new technology, Smith, et al. (2000) likewise described a continuum
ranging from mundane creativity (e.g., students’ excuses for late homework) to
exceptional creativity (e.g., invention of the first computer).
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12.3.2 The Four Ps Model of Creativity

It is common to discuss creativity in terms of the Four Ps—person, process, press,
and product (Rhodes 1961); see, for example, Couger, et al. (1993) and Satzinger,
et al. (1999). The Four Ps model captures some factors that influence the making of
creative products.

Creative persons have been a big focus in creativity research. Gardner (1994) dis-
cussed the works of eight creative persons—including Einstein, Freud, Stravinsky,
and Gandhi—to derive an account of creativity. Csikszentmihalyi (1996) discussed
how persons in a variety of fields perform when they are creative, and what the
psychological conditions for creativity are. These studies make clear some of the
personal factors that drive eminent researchers and artists.

On a more general level, a common view of creativity is that it is related to an
individual’s ability to create associations; Mednick (1962) presented an entire model
of creativity based on this view and James (1890) famously noted that “Genius then,
as has already been said, is identical with the possession of similar associations to
an extreme degree” (Vol. II, p. 360). A related view is that a key ability of cre-
ative persons is ideational fluency (Milgram 1981)—that is, a high rate at which a
person can get distinct ideas. For instance, getting many ideas forms the backbone
of brainstorming (Osborn 1953). The underlying assumption is that having many
ideas is related to being creative, and that a good indicator of creativity may be a
person’s ability to generate ideas. Ideational fluency has been used as a dependent
variable in many studies of creativity and brainstorming techniques. Malaga (2000),
for example, evaluated interfaces for idea generation by comparing how many ideas
participants produced when asked to generate ideas for ice cream flavors. A person’s
ideational fluency can be assessed by several psychological tests, such as the Remote
Associations Test (RAT). Items in RAT consist of three words (such as cookies,
sixteen, and heart), to which subjects must respond with a related word (such as
sweet).

A recent account of personal factors in creative performance was given by
Amabile (1996). She described three components integral to creative performance.
One component is domain-relevant skills, such as knowledge about the domain
and certain technical abilities. Another component is creativity-relevant skills, such
as conducive work styles and implicit or explicit heuristics for generating novel
ideas. To a large extent, this component depends on personal characteristics, but
may be impacted by training. Finally, Amabile highlights task motivation as a key
component—in particular, an individual’s perception of why a task is done. This
component is positively influenced by intrinsic motivation; external motivating fac-
tors (such as reward or evaluation) typically affect creative performance negatively.

Other aspects of individual factors in creativity may be measured by some of
the psychometric tests relating to creativity (such as RAT, mentioned earlier). How-
ever, it is quite controversial whether these tests predict real-world creativity (Brown
1989; Amabile 1996).

The process of creativity has been widely studied, not least through biograph-
ical studies of eminent researchers and artists. More generally, a host of models
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Fig. 12.1 Common models of the process of creativity

of the creative process have been proposed, some of which are quite similar to
problem-solving models. Figure 12.1 shows some examples. Wallas (1926) pre-
sented a simple model, where incubation followed by illumination played a key
role. Polya’s (1945) model of problem-solving originated in mathematics, but is
considered generally applicable. Osborn (1953) separated three simple phases, with
solution-finding as a distinct phase. Amabile (1996) described a slightly more gen-
eral model consisting of five phases in which problem or task presentation is a
crucial step.

The term press denotes the environment and work context of the creative per-
son. Csikszentmihalyi (1996) emphasized the domain and the field as components
influencing an individual’s creativity. He saw the domain as encompassing existing
knowledge—that is, a particular set of symbols, rules, and procedures. Mathematics
and computer science are domains in this sense. The field is the experts who make
up the domain; essentially they decide whether a new idea or product is made part
of the domain. This suggests that social and interpersonal phenomena are somehow
involved in creativity, at least in the assessment of what work to consider creative. It
also suggests that truly creative ideas are those that change the domain. Other studies
have described organizational factors (such as motivational structures and manage-
ment commitment) that may improve or impede organization members’ creativity,
and in part investigated these experimentally (Amabile, et al. 1996).

The products of creative performance are of natural interest to creativity research.
This interest raises the question: “What is a good idea or a creative response?” The
next section deals with this question.

12.3.3 What is a Good Idea?

The literature on creativity and idea generation describes many criteria by which
to judge what makes a product creative or an idea good. Not only do these criteria
flesh out what creativity and idea generation concern, they also help develop metrics
to assess ideas and products. Because creativity is defined mainly through creative
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products, such criteria become crucial. As we shall see, they appear relevant also for
usability research.

Jackson and Messick (1965) presented a view of creative products that empha-
sizes four qualities: unusualness, appropriateness, transformation, and condensa-
tion. The importance of unusualness and appropriateness are relatively obvious; they
have been used extensively in patenting. Transformation suggests that elements of
a solution are combined in a way that breaks with tradition and forms a new way
of seeing reality. Condensation is more subtle, suggesting that creative products do
not reveal their meaning on first viewing or use. Other persons’ responses to these
qualities would be aesthetic judgments of surprise (unusualness in relation to the
norm), satisfaction (that the solution is appropriate), stimulation (transformation in
relation to the context), and savoring (in the condensed product).

MacCrimmon and Wagner (1994) focused on five aspects of creative products:
novelty, nonobviousness, workability, relevance, and thoroughness. They explain
these aspects as follows (p. 1516):

Novelty and nonobviousness refer to the originality of an idea, while workability, relevance
and thoroughness address the usefulness and feasibility aspects. An idea is most novel if
no one has expressed it before. Nevertheless such an idea can be obvious if it does not
surprise people knowledgeable in the field. An idea is workable, if it does not violate known
constraints or if it can be readily implemented. It is relevant if it satisfies the goals set by
the problem solver. Finally, (the description of) an idea is thorough if it is worked out in
sufficient detail.

Amabile (1996), as noted above, simplified this by requiring that a creative product
need only be novel and useful.

Another approach to characterizing good ideas has been used in experiments
by Satzinger, et al. (1999) and Garfield, et al. (2001). They distinguish ideas that
are paradigm-modifying from ideas that are paradigm-preserving. A paradigm-
preserving idea does not challenge or change the underlying assumptions and struc-
tures of a problem. Satzinger, et al. (1999) illustrated the difference in the following
way:

For example, if the problem being solved is how to use the excess capacity of a teabag
machine, a PP [paradigm-preserving] solution would not attempt to alter the underlying
framework of the question (i.e., a machine that makes teabags needs to be used more). An
example of a PP solution would be to put coffee in the teabags. A PM [paradigm-modifying]
solution may alter the framework by considering how to increase demand of the teabags,
so one possible solution would be to market bathing suits made out of teabag material, thus
using the material produced by a teabag machine, but in a different form (p. 146).

All of these views are similar in that they define constructs that can be used
for evaluating ideas or products. For instance, discrete or continuous seman-
tic differentials with anchor points such as novel/well-worn and paradigm-
preserving/paradigm-modifying have been extensively used by independent raters
to assess the creativity of products.

An alternative way of assessing good ideas is to refrain from explicitly defining
criteria for creativity. One particularly well-validated implicit approach to assess-
ing creativity is Amabile’s (1996) consensual technique. This technique is based
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on the assumption that expert practitioners in a field recognize creative solutions.
Amabile’s technique contains requirements for the tasks for which products are to
be judged (such as clearly observable responses and open-endedness), for the expert
practitioners that act as judges (that they should be experienced and make their
assessments individually), and for the rating procedure (that judges should grade
products relative to each other and that they should rate creativity as well as techni-
cally quality). Amabile has validated the consensual assessment technique in more
than 21 studies. Independent researchers have also used the technique (i.e., Elam
& Mead 1990). While Amabile is not the only person to use judges for assessing
creativity (i.e., Sternberg 1985), her technique is very well-validated across a variety
of products and domains.

12.3.4 Techniques for Generating Ideas

A large part of the available literature on creativity consists of techniques for
improving creativity and idea generation. These include both researchers’ contribu-
tions (see Smith 1998 for a review) and authors aiming at a broader audience, such
as Roger von Oech (1992) and Edward de Bono (2000). Von Oech, for example,
listed ten barriers to creativity (so-called mental locks)—including beliefs that a
right answer exists and that play is frivolous—and tactics for overcoming them.

Gerald Smith (1998) reviewed 172 creativity techniques. His aim was to identify
so-called active ingredients—that is, elements of the techniques that were distinct
with respect to how they tried to stimulate or tap creativity. The eight prominent
groups of active ingredients in Smith’s study were:

• Analytic strategies, including techniques for decomposing problems and for con-
sidering problems at a more general level

• Search strategies, including the use of associations to mentally follow links
among ideas and making analogies to similar things

• Imagination-based strategies, including the use of fantasy to remove constraints
and of mental simulation to enact situations

• Habit-breaking strategies, such as the adopting the opposite of a problem-relevant
belief or exploring another agent’s view of a problem

• Task-focused strategies, such as changing the structure of a situation by rearrang-
ing its elements

• Development strategies, such as developing ideas to be more feasible and con-
trasting them to status quo to find advantage points

• Stimulation tactics, such as using related and remote stimuli for generating ideas
• Anti-inhibition strategies, in particular deferring evaluation of ideas

Smith’s work is useful in providing a summary of the variety of ways in which
researchers and authors of self-help books have tried to stimulate creativity. In a
later section, we discuss how these ideas may be taken up in usability research.
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12.4 How to Understand Usability Evaluation as Idea
Generation?

After having reviewed idea generation and creativity literatures, let us briefly reflect
on how to understand usability evaluation as idea generation. This may be done in
two very different manners.

The weak-resemblance hypothesis suggests that similarities between usability
evaluation and idea generation exists, and further posits that these similarities may
serve to inform usability research, in part by generating ideas for new ways of eval-
uating and of comparing methods, and in part by building on the much older and
much larger literature on creativity. This hypothesis does not commit to a particular
view of the evaluation process—it merely seeks to generate ideas from the likening
of usability evaluation with idea generation. Using Smith’s (1998) terminology, the
weak-resemblance hypothesis acts as a habit-breaking strategy and as a stimulation
tactic.

The strong-resemblance hypothesis is more committing. It suggests that the basic
purpose of usability evaluation is to generate ideas about how to improve the appli-
cation under evaluation. It sees the purpose of usability evaluation as creating useful
and novel ideas about how to improve the usability of a product, thereby shifting
the view from defect-identification to ideas about users, new designs, tasks, or the
context of use.

It should be noted that neither of these hypotheses dismisses (or is inconsis-
tent with) the crucial role of usability evaluation as external, critical review. Before
moving on, we also need to address the objection that viewing usability evaluation
as idea generation completely misses what evaluation is about. In the creativity lit-
erature, however, evaluation as a creative activity has been discussed (Brown 1989).
In addition, Getzels and Csikszentmihalyi (1976) distinguished presented problems
and discovered problems. Describing a problem as appropriate and accurate as pos-
sible is suggested by many writers to be a key to creative solutions, meaning that
problem discovery and solution-finding are closely related. Thus, we find sense in
seeing usability evaluation not only as an activity aiming at uncovering problems
in using an application, but also as an activity aiming to give developers, designers,
and evaluators ideas.

12.5 Implications for Research in Usability Evaluation

Based on the discussion in the previous section, a number of implications, or per-
haps inspirations, for research may be drawn. The intent behind discussing those
implications is to present suggestions for how to understand the evaluation process,
how to assess evaluation methods, how to understand evaluators’ roles, and how to
develop new evaluation methods.



12 Usability Evaluation as Idea Generation 277

12.5.1 The Evaluation Process and its Relationship to Design

Some of the implications of the analogy between evaluation and idea generation
are obvious, in particular concerning the aims of the evaluation process. One impli-
cation is that the scope of evaluation is expanded. From merely being concerned
with defect-identification, the task of coming up with ideas and solutions also
becomes relevant. The whole activity of usability evaluation is thus seen as an
attempt to identify and offer creative solutions to usability-related issues in product
development. The shift from “what is wrong” to “where can we find better ways?”
appears important.

We see three recent directions in usability research that resonate with this idea.
The earlier discussion of process models of creativity makes a clear distinction
between clarifying the problems to be solved and the analysis of solutions. A similar
distinction has been introduced in the DARe model (Cockton, et al. 2003b). That
model separates resources for the discovery of usability problems (so-called discov-
ery resources) from resources that allow analysis of usability problems (so-called
analysis resources). In this regard, the DARe model is quite similar to some of the
process models discussed earlier. Incidentally, the DARe model does not identify
solution generation as a distinct phase—most models of the creative process do
that. It might also be possible to use the DARe model, not only as an analytic
tool, but also as a way of structuring evaluation work. The principle of deferring
evaluation would encourage evaluators to suspend judgment and critical analysis
when discovering problems or imagining possible solutions.

Another direction related to the idea-generation view concerns the notion of
downstream utility (e.g., John & Marks 1997; Hornbæk & Frøkjær 2005). Down-
stream utility implies looking at how the results of usability evaluations are appre-
ciated and taken up in the software development activities that follow an evaluation.
Downstream utility may be seen as analogous to the utility metric for assessing
ideas. A couple of studies of downstream utility, however, have shown a surprising
result in relation to the novelty metric. Both Molich, et al. (2004) and Hornbæk
and Frøkjær (2005) reported that evaluators showed little surprise in response to
the usability problems they received: in Molich, et al.’s study, representative from
the site tested assessed only four percent of the problems as new. Thus, exploring
novelty and nonobviousness dimensions of usability feedback may be interesting
and a further way to understand the uptake of ideas in design.

Third, the data presented in Hornbæk and Frøkjær (2005) appear to support the
weak-resemblance hypothesis. They interviewed developers as to their opinions
about a collection of usability problems and redesign proposals. Developers said
they appreciated usability problems and redesign proposals that gave them ideas.
In some cases, they rejected the reasoning in a problem or a redesign proposal
because it clashed with their technical preferences. Nevertheless, they still got
some inspiration and ideas from reading the material. This suggests that usability
evaluations may be successful not only by correctly pointing out defects, but also by
giving developers and designers ideas. Note also that the use of redesign proposals
is one technique for communication ideas for solutions, rather than just describing
problems.
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Our discussion of idea generation has more generally suggested expanding the
scope of evaluation activities. We contend that reporting ideas about users, tasks,
and applications would be a useful output from usability evaluations—techniques
for focusing on either of these could be interesting.

12.5.2 Assessing Evaluation Methods

One way to draw inspiration from the analogy between usability evaluation and idea
generation is to think up possible measures for use in the assessment of evaluation
methods—measures that are well-known and often-used in creativity research, but
to our knowledge rarely used in usability research. Table 12.1 shows a collection of
examples, which we will review in turn.

Readers familiar with methodological problems in assessing evaluation methods
may have noted an interesting similarity between usability research and the work
presented on idea generation. Ideational fluency is in many ways similar to the
problem-counting approach described by, among others, Gray and Salzman (1998).
However, quantity of ideas might be interpreted slightly different. First, problem-
counts are an objective feature of evaluators’ reporting—we suggest also looking
at the ideas that designers and developers get from evaluators’ feedback. Second,
creativity research—in contrast to much usability research—usually avoids using
only a measure of quantity in assessing the responses of creative tasks. For instance,
MacCrimmon and Wagner (1994) reported correlations between quantity and qual-
ity of ideas, and concluded that “while there is a definite relationship between qual-
ity and quantity, it is by no means perfect. Using measures of quantity alone seems
inadequate.” (p. 1528)

Table 12.1 Measures from creativity research potentially useful in usability research

Measure Examples of Use in
Creativity Research

Possible Benefits in Usability Research

Quantity of Ideas Proctor (1988) Would enable an assessment of the impact
of evaluation on designers and developers
(when combined with other measures)

Novelty of Ideas Massetti (1996) Would enable a better understanding of
what developers and designers get new
insights from; may also enable an
examination of what evaluators are
surprised by in usability testing

Paradigm-
Modifying
Ideas

Satzinger et al. (1999) Enables a distinction between simple and
radical input to designers and developers;
paradigm-modifying ideas may potentially
be more beneficial

Consensual
Assessment

Amabile (1996) Would offer a comprehensive and
well-validated procedure for assessing the
creativity of output from evaluation;
consensual assessment may also be used to
measure attributes beside creativeity
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Another measure to consider in assessing the output from usability evaluation is
novelty. In empirical studies of creativity, novelty is frequently assessed by expert
raters (e.g., MacCrimmon & Wagner 1994; Massetti 1996). Massetti (1996), for
example, used expert raters to assess the novelty of each response to a task that
required participants to devise creative solutions regarding a scenario involving
homeless people. As mentioned earlier, the novelty component of a good idea may
not be as strongly present in the results of usability evaluations as we would like
to think. However, the extent to which feedback from evaluations needs to be novel
is open for discussion. It is certainly not the case that all output from an evaluation
needs to be original/novel, yet developers and designers may appreciate solutions
that tackle problems and limitations in a way they themselves had not imagined. As
already mentioned, this last point is supported by observations from Hornbæk and
Frøkjær (2005).

One particularly intriguing idea for usability evaluation is the distinction between
paradigm-preserving and paradigm-modifying ideas (Satzinger, et al. 1999). We
suspect that most feedback from usability evaluators to designers and developers
is paradigm-preserving; this is probably one reason why some authors use phrases
like frosting on the cake to describe the contribution from usability evaluation to
systems development. Nørgaard and Hornbæk (2006) made an observation related to
this issue. In an analysis of practical think-aloud sessions, they noted that incidents
in the test where a participant commented upon issues such as task-interface fit were
given less attention than incidents where a participant commented on what appeared
to be relatively minor usability problems. While formative usability evaluation may
not always be looking for paradigm-modifying ideas, it certainly seems that radical
ideas could supplement descriptions of defects.

Amabile (1996) developed the consensual assessment technique that we specu-
late might be as useful in research on usability evaluation as it has been in creativity
research. As mentioned earlier, consensual assessment relies on expert practitioners’
implicit understanding of creativity to assess products. We speculate that consensual
assessment of results from usability evaluations would be highly interesting. Rela-
tively few papers have used expert evaluation of usability findings and the ones we
are familiar with did so in an ad hoc manner.

Finally, the idea generation view suggests that the widespread research practice
of regarding problems found by only one evaluator as dubious is problematic. There
is no a priori justification that good ideas are likely to be generated by many evalu-
ators who work individually to evaluate a product. On the contrary, some studies of
creativity seek rare ideas (provided that they otherwise hold up). MacCrimmon and
Wagner (1994), for example, had judges assess the infrequency of an idea. Conse-
quently, we may eliminate important ideas if we insist that several evaluators should
have identified an issue for it to be considered further.

12.5.3 The Role of Evaluators

Perhaps the most striking difference between creativity research and usability
research is the degree with which eminently creative persons have been studied. As
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discussed earlier, the creativity literature is packed with descriptions of creative
persons and their introspective accounts of creative activities (Gardner 1994;
Csikszentmihalyi 1996). Conversely, we know of virtually no descriptions of
the activities of truly experienced evaluators. For instance, why haven’t we seen
descriptions of how Jakob Nielsen and Rolf Molich use heuristic evaluation, or of
how eminent evaluators in industry conduct their work? We believe that this kind of
study would give more nuanced information about the resources and strategies used
in evaluations.

Amabile’s three-component model of the skills involved in creative performance
may—under the idea-generation view—be used to understand the role of usability
evaluators. Using this model, the main factors involved in skilled evaluation are
domain-related skills, creativity-related skills, and motivation. While there is much
work in making this analog generate hypotheses for usability research, we suggest
that the fluency both in generating defects and solutions may be relatively consistent
for an individual, and that this fluency may be developed through training (so that
training in one evaluation method caries over to another). Motivation in undertaking
an evaluation task also appears to be under-researched. Note that the DARe model
by Cockton and colleagues (2003b) provides a promising step towards understand-
ing what goes into usability inspection.

12.5.4 Generating New Methods

We are particularly enthusiastic about the idea that the idea-generation view of
usability evaluation may help researchers generate new methods. Below we give
some ideas on how this may be done.

First, some evaluation techniques draw implicitly on an idea-generation view.
One example is metaphors of human thinking (MOT) (Hornbæk & Frøkjær 2002;
2004). The core of MOT is five metaphors of human thinking that the evaluator
must keep in mind when conducting the evaluation. The authors of MOT explicitly
stated that “The metaphors are intended to stimulate thinking, generate insight, and
break fixed conceptions. These uses of metaphors have been thoroughly studied in
the literature on creative thinking (Gardner 1982; Kogan 1983) and illustratively
applied, for example, by Sfard (1998) in the educational domain.” (Hornbæk &
Frøkjær 2004, p. 359). Thus, the use of metaphors is a kind of creativity technique
in that they function—in Smith’s (1998) terminology—as habit-breaking strategies.
Another example is perspective-based usability evaluation (Zhang et al. 1999). The
main idea here is to perform a series of evaluations, each from a different perspec-
tive. According to Smith (1998), this is also a habit-breaking strategy.

While MOT and perspective-based usability evaluation may be seen as examples
of evaluation methods that draw on idea-generating notions, there are many other
possibilities. New ideas for evaluation methods may be generated by considering
what the active ingredients in usability evaluation methods are. Earlier we discussed
Smith’s (1998) work on characterizing the active ingredients in idea-generation
techniques. We do not have space in this chapter to undertake a review of the active
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ingredients in evaluation methods. However, usability evaluation methods appear
relatively strong in helping evaluators consider the users’ tasks systematically (e.g.,
as in cognitive walkthroughs) or think about principles for good user-interface
design (e.g., as in heuristic evaluation and evaluation by guidelines). There are some
areas that are not well-covered, though. First, finding solutions to problems is not
well-supported. Cockton, et al. (2003a), in a review of usability inspection methods
(UIMs), noted that “Current UIMs provide little, if any, support for the generation of
recommendations for fixing designs to avoid predicted problems.” (p. 1120) Second,
deferring evaluation of ideas, problems, solutions, and so forth, seems a key point.
A recent study showed that usability testing with multiple designs may be better
than testing with just one design, in that users give more and stronger critiques of the
designs (Tohidi, et al. 2006). This result might be explained from the viewpoint of
creativity research as a beneficial consequence of deferred evaluation of the design
alternatives.

Couger, et al. (1993) made an effort related to the present discussion. They
discussed creativity techniques in relation to the broader domain of information
systems, listed 20 creativity techniques, and provided case studies for six of those
techniques. Each case identified the technique used and described how the technique
worked in a particular situation. For example, progressive abstraction is a creativ-
ity enhancing technique for progressively enlarging the abstractness of a problem
definition. Couger, et al. described a case where this technique was used to broaden
an understanding of the problem of getting entry-level professional employees to
the more general problem of a shortage of human capacity at a professional level.
While this may seem like an obvious step, the solutions to the more abstract or
general problem were quite different from the solution to the case’s initial problem.
We believe that the techniques described by Couger, et al. may be useful to usability
practitioners. Progressive abstraction, for example, might be used to formulate a
difficulty found with a website in its most general form. This may help capture all
instances of a difficulty if it shows itself in many parts of the application, and may
lead evaluators to consider the most general cause of a problem.

To make the discussion concrete, let us suggest an idea-generation usability
assessment method. Note that this method is not evaluated—its possible deficiencies
should not count against the general idea of utilizing idea generation techniques
for inspiring new evaluation methods. We suggest using a well-known creativity
technique—de Bono’s Six Thinking Hats (2000)—as a basis for structuring a usabil-
ity inspection (see Table 12.2). Six Thinking Hats provides directions for using dif-
ferent modes of thinking about a problem, captured by six differently colored hats.
The white hat, for example, allows only the discussion of facts and figures. The
red hat is used when stating intuitions and feelings. It is essential that putting on and
taking off hats are explicit actions, and that groups use the same hats simultaneously.
The book by de Bono (2000) gives detailed advice on how to use the technique.

In usability inspection, the hats would be used to get a broad discussion of usabil-
ity issues, including possible solutions to those issues, and identification of gaps in
knowledge about users. It should be done by a group, including developers, design-
ers, and usability specialists, as appropriate. This kind of evaluation may proceed
in a similar manner to a conventional usability inspection, based on a description
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Table 12.2 Key focus areas in using the six thinking hats for evaluation, and some specific
usability related questions and activities

Thinking
Hat

Focus Usability Evaluation Concerns

White Fact, figures, and information gaps Facts about users’ tasks; application
details; statistics about users’
behavior

Red Intuition, feelings, and emotions Issues of disagreement between
evaluators, designers, and developers

Black Judgment and caution Focus on defect-identification;
experiences with difficulties in related
projects

Yellow Logical positive thinking Reliance on HCI principles;
progressive abstraction; wishful
thinking; walkthrough of tasks;
suggestions for other ways of
designing an application; wishful
thinking

Green Creativity and alternatives, provocations,
and changes

Use of creativity techniques; using the
escape method to break fixed
assumptions

Blue Overview and process control Move on to another representative
task; consider another user profile;
move towards constructive feedback
to developers and designers; switch
between specific and general concerns
with usability

of tasks and users. Table 12.2 lists some of the concerns specific to usability evalu-
ation. For instance, the black hat contains much of the focus on defect-evaluation,
while the yellow hat would imply the use of logical steps of reasoning—based, for
example, on HCI principles.

We believe the approach of Six Thinking Hats may be useful for several reasons.
First, it brings together different stakeholders possibly bridging, but at least provid-
ing an effort to tackle, differences in view between usability and technical concerns,
between designers and evaluators. Second, it provides full-spectrum thinking about
usability concerns, not just about problems. Third, it helps defer evaluation and
closure of issues by the distinct use of the six hats. However, this technique has still
to be systematically evaluated.

12.6 Implications for Practitioners

We believe that the analogy between idea generation and usability evaluation may
be an impetus for practitioners to consider their work in a different perspective from
the defect-identification view discussed earlier.

First of all, we suggest reporting ideas about users, tasks, and applications as a
useful output from usability evaluations. Some of these ideas may be solutions to
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observed problems—some may simply be thoughts as to how the design of an appli-
cation may be improved. These ideas could be evaluated in relation to the definition
of good ideas outlined earlier, that is, whether they are both useful and novel. As
elsewhere, simply being original is undesirable, but simply presenting useful ideas
that a development team already knows may be unsatisfactory. Similarly, while not
all output from an evaluation need be paradigm-modifying, sometimes that type of
idea may be the most useful.

As mentioned earlier, the role of the environment in idea generation has been
extensively researched (i.e., Amabile, et al. 1996; Amabile 1996). We believe that
usability professionals who routinely perform evaluations may find points of interest
in this literature. First, excessive workload pressure is a major impediment to cre-
ativity because of a lack of time for incubation and exploring alternatives. Amabile
cites several studies confirming this finding. Being forced to make evaluations on
overdue products is thus not only too late, but also runs the risk of not producing
the most creative solutions possible. Second, critical evaluation of work, or even
hostility towards work, is another organizational barrier to creative work. A setup
where usability evaluators see themselves as not being listened to and have their
work criticized by developers, designers, or managers, is not only unfortunate, but
might also negatively impact the quality of the ideas generated.

As mentioned in the previous section, we believe that creativity techniques
may help usability professionals develop more useful solutions that developers and
designers are less likely to have considered. One starting place for a description of
idea-generation and creativity techniques could be Couger, et al. (1993) or Smith
(1998). Let us give some examples. It seems relevant when performing evaluations
to consider approaches such as habit-breaking through the escape method. This
method suggests working to escape all main trains of thought—that is, avoiding
the most common assumptions and ways of thinking about the problem—in usabil-
ity evaluation we might consider “What if this were not the user’s main task?”„
“What if our site didn’t support searching?”, or “What if not all our customers
were searching for products to buy?” Analytic approaches would imply using for
example the progressive abstraction technique to report the general solution to a
problem. This technique requires making the problem progressively more abstract
and general—in usability evaluation we might consider whether we can formulate
problematic issues with an interface, say poor help, in a progressively more general
way to generate solutions other than the obvious addition of better help content.
Finally, wishful thinking is a intuitive creativity technique that employs statements
like “I wish that . . . ” or “what would happen if . . . ”. These wishes and loose ideas
would then be consolidated into more practical terms, and then possibly developed
into solutions.

It should beclear fromthediscussionofprocessmodelsofcreativity thatgeneration
of ideas, and assessment of the viability of those ideas, are separate activities. In many
common evaluation methods (heuristic evaluation being one good example), gener-
ation of ideas about the application being inspected (e.g., about usability problems
or design suggestions) is intertwined with assessment of those ideas. We think that
practitioners might benefit from using deferred judgment, both in identifying possible
usability problems and in coming up with creative solutions to those problems.
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12.7 Conclusion

In the literature, usability evaluation is largely understood as defect-identification.
We have argued that usability evaluation may also be viewed as idea generation—
that is, as a process aimed at generating novel and useful ideas about the application
under evaluation. This view may complement the defect-identification view, and
we suggest that it has some interesting implications for usability researchers and
practitioners.

For researchers, we suggest understanding the process of evaluation in terms
of some of the process models from creativity research. We have also outlined a
number of metrics by which feedback from usability evaluations may be assessed. In
particular, we find Amabile’s (1996) consensual assessment technique promising for
usability research. In contrast to the many studies of eminent researchers and artists,
there is an absence in usability research of studies of talented evaluators’ usability
work, and we contend that this would be a useful research direction. A number of
creativity techniques may be readily usable in usability research. We have suggested
using both existing techniques and a new one based on de Bono’s (2000) work.

Practitioners may find seeing the purpose of usability evaluation as “where can
we find better ways” rather than “what is wrong” more challenging and more con-
structive. We suggest that providing ideas as feedback from evaluation work is
useful. A couple of techniques, and what might be better ways of organizing the
evaluation activity, are also suggested.

This chapter has not discussed how to validate the suggestion of usability evalu-
ation as idea generation. We have also completely sidestepped the question of how
this idea will sell and how to persuade managers, customers, and co-workers that it
will work. Our main aim has been to argue that usability researchers and practition-
ers could find inspiration in viewing usability evaluation as idea generation.
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Chapter 13
Putting Value into E-valu-ation

Gilbert Cockton
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Abstract Usability evaluation measures remain too close to what were originally
dependent variables in factorial experiments. The basis for genuine usability prob-
lems in such variables is not guaranteed, but there has been little progress on finding
replacements since HCI’s shift from the laboratory to field studies. As a result, the
worth of much usability evaluation is questionable. Such doubts will persist until
we can fully align the purpose of evaluation with the purpose of design, which is
to create value in the world through innovative products and services, whether sold
in markets, or provided free by either individuals or public and voluntary agen-
cies. This chapter reviews issues with common usability measures and introduces
a framework that can plausibly realign evaluation criteria with design purpose by
adapting an approach from consumer psychology. This provides opportunities to
deploy evaluation measures and instruments that meet the needs of design, rather
than reflect skill sets from psychology and human factors. The current gap between
design and usability evaluation narrows, but an exclusive usability focus in evalu-
ation becomes impossible. Instead, the role of usability in delivering or degrading
intended worth is placed in a wider worth systems context. The maturity of usability
will thus be evidenced by its effective integration with a range of design and evalu-
ation concerns. It can longer assume intrinsic importance, but has to demonstrate it
in the context of achieved product value.

13.1 The Problem with Usability Problems

The purpose of usability evaluation is to find usability problems to understand and
fix them (Wixon 2003). The maturity of usability evaluation could thus be measured
as our ability to reliably and systematically find, explain, and remedy relevant prob-
lems. Note that relevance is not an attribute of problems, but a relationship between
potential problems and the actual needs of a product or service setting. All such
needs relate, in turn, to delivering value, which is the purpose of design. Usability is
not value. It is not an end in itself. It is a means to an end. Such ends may be readily
achieved despite apparently poor usability. To focus product or service evaluation
on usability alone thus invites distraction from which we may never recover, trapped
within a suffocating smoke cloud of irrelevance.
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One very good smoke bomb is the definition of usability. Such definitions ignore
design purpose, distracting evaluation from design success. They tell us what usabil-
ity is, but not why it is important, still less when it is important. This quickly
becomes apparent when one is faced with research problems that require a generic
definition of a usability problem. One is forced back onto design purpose as the true
arbiter of all quality issues with interactive systems. There is much resistance within
the HCI mindset to reaching this conclusion, however, as I discovered when attempt-
ing to specialize usability evaluation methods for software visualization (Lavery
& Cockton 1996). To evaluate new specialized inspection methods, we planned to
compare evaluators’ predictions with usability problems found through user testing.
This required us to answer:

• How do we know if a prediction matches a problem from user testing?
• How do we know if we have reported every problem from testing?

The answers to both questions depend on an answer to a logically earlier one:
“What is a Usability Problem?” We addressed this implicitly in our answer to the
first question, which was to base matching on structured problem reports (Lavery,
et al. 1997)1. These offered no definitive answer, but it would involve user difficul-
ties, their causes, or both. We thus finessed an answer by leaving it to the evaluator
to decide on the balance between description and explanation when reporting prob-
lems. However, this proved to be inadequate once we addressed the second ques-
tion. We attempted to structure the extraction of usability problems from video data
(Cockton & Lavery 1999), but our SUPEX method proved to be too cumbersome
even for research use2. Still, a key SUPEX insight provided an answer to the root
question of what constitutes a usability problem. It was the standard human factors
answer: it depends!

13.1.1 Usability is Product-Dependent

User difficulties or dissatisfactions become usability problems on the basis of
agreed-upon sponsor goals for a new product or service. These goals need to
be translated into evaluation criteria, which are in turn translated into measures
with target values. Only then can evaluation instruments be selected that measure

1 Soon after publication, this first format was superseded by a simpler one without immediate
breakdowns and ultimate outcomes (Lavery & Cockton 1997). However, evaluation researchers
continue to suffer from the format in the better-known journal paper (Lavery et al. 1997). The
current simplest version, best suited to practitioner usage, was reported in a large study of heuristic
evaluation (Cockton & Woolrych 2001). An extension, designed as a research probe, improved
evaluator performance (Cockton, et al. 2003). Alan Woolrych continues to refine the extended
format in his research. The simple (Cockton & Woolrych 2001) and the slightly revised extended
format (Cockton, et al. 2004) supersede all previous formats, which should be avoided!
2 Even when revisited in 2004 by my colleagues Sharon McDonald and Mark Hindmarch using
video analysis software.
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target attainment (Cockton 2005). Contrast this product-specific procedure with
what is implicit in ISO 9241 Part 11’s international standard definition of usability
(ISO 1998):

“. . . extent to which a product can be used by specified users to achieve specified goals with
effectiveness, efficiency and satisfaction in a specified context of use. . . ”

This assumes that interaction qualities of efficiency, functional consequences
of effectiveness, and psychological consequences of satisfaction always matter to
product quality. Universal quality criteria for products and services are stated, and
yet their achievement must be demonstrated for specific users in specific contexts
of use achieving specific goals. Measurement of extent can thus only be context-
specific, but the components of usability are implicitly universal. There is clear
tension between an abstract concept of usability and the tightly specified contexts
in which it can be objectively demonstrated. On the one hand, usability must be
measured for the right users achieving the right goals in the right usage context.
On the other hand, there is no indication about the bases for the right extent of
effectiveness, efficiency, and satisfaction. The international standard gives examples
of measures, but does not relate them to product or service goals.

13.1.2 Usability Measures Tend to be Product-Independent

Definitions of usability cannot guide evaluators in their choice of measures. So, what
does get measured? Too often, measures remain experimental dependent variables
from the dawn of HCI. Separation anxiety keeps many evaluators tied to the apron
strings of psychology experiments. As a result, usability practice and even HCI
research can avoid critical reflection on what we should measure and why. Usabil-
ity evaluation can only mature by answering this question. This chapter offers an
answer that has nothing to do with the psychology experiments from which usability
evaluation was born. Their influence has remained surprising robust. It has proven
hard to let go of the apron strings of one of HCI’s parents.

In the absence of clear guidance on the choice of measures and targets, usability
specialists with psychological training (or aspirations) have tended to copy mea-
sures for dependent variables from human factors experiments. Examples of targets
and measures in ISO 9241 Part 11 are consistent with this claim. This is unsur-
prising, because the title of one of the first HCI collections Computing Skills and
the User Interface (Coombs & Alty 1983) reflects HCI’s initial cognitive domi-
nance. HCI placed itself in immediate opposition to computer science-originated
design guidelines that (over) generalized from real or imagined usage experiences.
Rigorous empirical approaches required all claims for features and designs (qual-
ity in the system) to be demonstrated through controlled replicable experiments
involving human participants (quality in interaction). Alternative system elements
became independent experimental variables. Dependent variables were measures
such as learning time, time on task, task completion, and error rate, sometimes
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accompanied by measures of subjective satisfaction and task quality. All these are
examples in ISO 9241-11.

Experiments proved to be impractical for most software development, so inde-
pendent variables largely disappeared. Single designs were ‘user tested’ against
a range of former dependent variables. Without independent variables, many sta-
tistical analyses became impossible, but testing retained the controlled laboratory
settings of psychology experiments. Testing was no longer an experiment, and was
not considered as such. Controls, independent variables, and statistical inferences
disappeared, leaving measurement based on the same old dependent variables.

Considerable success was achieved with these quasi-experimental approaches.
Laboratory-measured improvements in efficiency, effectiveness, and satisfaction
were achieved by a focus on interaction. However, these rarely translated into suc-
cess in the field (Whiteside, et al. 1988). In response, second wave HCI (Bødker
2006) shifted focus from interaction in controlled environments to genuine usage
contexts. However, usability metrics have not kept pace with the contextual second
wave, still less with the currently competing third wave focuses of user experience
(Hassenzahl & Tractinsky 2006), reflective HCI (Sengers, et al. 2005), worth (Cock-
ton 2006a) and other contenders for HCI’s next big thing. A review of recent HCI
experiments, as well as current usability practice, will still tend to reveal measures
that would not have been out of place 20 years ago—that is, when second wave HCI
abandoned experimental laboratory-originated measures for field observation. As a
test of this claim, consider this list of metrics (Whiteside, et al. 1988):

• Time to complete a task
• Percent of task completed
• Percent of task completed per unit time (speed metric)
• Ratio of successes to failures
• Time spent in errors
• Percent or number of errors
• Percent or number of competitors better than
• Number of commands used
• Frequency of help and documentation use
• Time spent using help or documentation
• Percent of favourable/unfavorable user comments
• Number of repetitions of failed commands
• Number of runs of successes and of failures
• Number of times interface misleads the user
• Number of good and bad features recalled by users
• Number of available commands not invoked
• Number of regressive behaviors
• Number of users preferring your system
• Number of times users need to work around a problem
• Number of times the user is disrupted from a work task
• Number of times user loses control of the system
• Number of times user expresses frustration or satisfaction
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Such measures must relate in some way to the definition of a usability problem,
but this remains an open issue in HCI, even though the identification of what a
problem is is the most important issue in the usability profession (Gray and Salzman
1998). Identification of usability problems is absolutely dependent on the measures
chosen for evaluation. However, measures alone are not enough. Targets need to
indicate whether a system is usable enough. For Whiteside and his coauthors, worst,
planned- and best-case levels could be set for any measurement criterion on one or
more of the following bases:

• An existing system or previous version
• Competitive systems (with good market share and/or acclaimed user interface)
• Carrying out the task without the use of a computer system
• An absolute scale
• Your own prototype
• Users’ own earlier performance
• Each component of a system separately
• A successive split of the difference between best and worst values observed in

user tests
• The development team’s own choices

The last of these approaches appeared to be most common, from the account of
practice in IBM and DEC (Whiteside, et al. 1988). As far as the politics of usability
are concerned, this is very effective, especially as targets could be revised in the face
of new insights during iterative development. However, a focus on whether or not
the right levels or targets are set overlooks their dependency on a largely predefined
list of measures.

Whiteside, Bennett, and Holtzblatt (1988) were fully aware of this in their
classic = Handbook of HCI chapter, seeing usability attributes (targets or levels to
you and me) as a double-edged sword, enabling developer focus and the measure-
ment of progress, but also failing “to reflect usability as it will be judged in practice”:
“it had better be true that the specified goals are the ones users really want.” This
was often not so, so usability engineers at DEC and IBM moved away from the
comfort of psychology measures.

Whiteside and his coauthors asked “how do we know that the developers’ under-
standing of usability is the same as the users’ understanding of usability? . . . Even if
we acknowledge that developers are trying to define attributes that they think relate
to customer-perceived usability, how do we know that their understanding of their
customers is correct?” However, Whiteside, et al. only offer a vision of contextu-
alized usability engineering in the development life cycle. They note that usability
specifications and objectives “can be defined through an interpretation of data from
the field.” The chapter was published in 1988, but despite the long evolution of con-
textual design since then (Beyer & Holtzblatt 1996; Holtzblatt, et al. 2004), such
a move from contextual data to usability objectives has never been demonstrated.
This is not to say that their approach has failed, because Whiteside and colleagues
did change the focus of development by emphasizing context—in their case, the
work place and how products fit into it. The move from inappropriate to insufficient
measurement did not prevent usability from making a contribution. This is because
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human factors measurements were often supplemented by qualitative methods from
cognitive psychology. Such qualitative think-aloud data commonly structures Dis-
cussion sections in cognitive psychology papers. Direct quotes of users’ comments,
plus descriptions of behavior, revealed far more than inferential statistics, and crit-
ically offered potential explanations of quantitative results. Comments by test par-
ticipants thus often get a prominent place in highlight tapes. Quantitative measures
may not even clearly show what the problem is. The need to understand (and then
fix) usability problems justified this focus within usability practice on qualitative
behavioral and verbal data. However, think-aloud data has been used more as a
tentative basis for explanation than as a basis for measurement. While critical to
effective usability practice, think-alouds and retrospective interviews have limited
impact on how usability targets are set and measured.

Usability is not an end in itself, but a means to an end. Despite the -ity suffix,
it is not an absolute binary property, but rather an attribute with varying degrees.
Usability only needs to be evaluated when, and to the extent that, it matters. Without
objectives that can relate usability to design purpose, evaluation cannot be properly
focused. Almost two decades ago however, there had been a clear steer on how to
align design and evaluation purposes: “it had better be true that the specified goals
are the ones users really want.” (Whiteside, et al. 1988).

So, what do users really want, and how can we relate this to evaluation planning?
This question is very different from the two that arose when I first tried to assess
evaluation methods. Our questions were procedural, and answers would hopefully
let us avoid confounds and false conclusions that were systematically exposed by
Gray and Salzman (1998). There have indeed been improvements here, but answer-
ing both of our questions needs an answer to their root question of “What is a usabil-
ity problem?” However, a key position of this chapter is that this is the wrong place
to start. Rather, we should start with Whiteside and his coauthors’ implicit question
of “What do users really want?” Can we really find an answer to this in the unhelpful
generalizations of ISO 9241 Part 11? Do we really believe that when asked, users
express what they want in terms of an “extent to which” specified users can achieve
specified goals, and to express this as measures of efficiency, effectiveness, and
satisfaction? So why, when assessing the maturity of usability evaluation, have we
focused on methodological issues related to measurement and comparison, when
we have no explicit basis for knowing if we are measuring and comparing the right
things?

13.1.3 You Won’t Get There From Here

The concern with usability arose as an answer to the specific problems that were
encountered as work-based computer usage became more widespread with the first
minicomputers and then PCs. Usability distracted attention from the main purposes
of computer usage. For some, it became an end in itself, and we thus ended up with
usability as a self-defining quality of systems or interaction, without regard to why it
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matters. I cannot see how evaluation methods can become reliably worthwhile until
we move the focus away from legacy human factors measures.

Some Irish jokes end with the punch line that “you can’t get there from here.” My
argument is that you will not get there (effective worthwhile evaluation) from here
(reflection on the essence of usability, its generic measures, and its predefined tar-
gets). The above mix of personal and HCI history has been provided to—following
the Irish phrase—show where here is. Here is the continued use of measures that
may not (and often do not) matter, because what users really want will not be
expressed primarily as thresholds for efficiency, effectiveness, or satisfaction. How-
ever, we must not underestimate the attraction of here to many usability specialists.
Limitations are well-recognized for standardized metrics, with their origins in cog-
nitive and human factors experiments, and yet they remain the core measures in
use in usability. Reflective and gifted usability specialists will find other things to
measure, and other ways of measuring them. However, they do not get there by
redefining usability. You can’t systematically and consistently get there—i.e., to
measuring what users really want—from here, that is classic human factors mea-
sures. Their tenacity should not be underestimated. Efficiency, effectiveness, and
satisfaction remain the basis for one of the most recent ISO usability standards (ISO
2006). This chapter argues that we can finally move on if we start from there—that
is, with what users really want—and see where usability fits in alongside a range of
qualities of systems and interaction.

We must abandon an exclusive focus on usability, even usability’s new attempt
to shoehorn a wide range of hedonic and experiential factors into the original
performance-oriented context. Focusing usage studies on usability alone wastes
effort and resources. Many other important qualities and outcomes can be mea-
sured during usage studies. We can and should measure them alongside usability.
We should be evaluators first, and usability specialists second. To do this, we must
understand the relationship between value and e-valu-ation. People want what they
value. The study of value is thus implied by the study of users’ wants and needs.

13.2 Climbing Ladders of Users’ Wants and Needs

What do users really want? What do they think about software products and ser-
vices? How would we know? Internet-enabling of e-commerce has added marketing
to HCI’s disciplinary mix, and can provide an answer to these root questions for
evaluation. Marketing has several approaches to probing users’ cognitive structures.
One that has promise for uniting design and evaluation is laddering, which cap-
tures consumer cognitions about products. It does so by asking them to identify
important product attributes and then recursively asking why these attributes are
important, and why those are important—repeating this ascent up the ladder until a
consumer can only say that something really matters to them. The approach is well-
established in marketing, where it can guide the design of advertising campaigns
by identifying associations that are important, frequent, and credible to consumers
(Reynolds & Gutman 1988). The approach has widespread use, and examples can
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readily be found on the Internet for a diverse range of applications (e.g., food ethics,
energy supply, political campaigns, and union membership). Within IT, laddering
has been used in knowledge elicitation (Corbridge, et al. 1994) and information sys-
tems research (Rugg, et al. 2002). In HCI, its relevance has been demonstrated for
websites (Subramony 2002), online communities (Aschmoneit & Heitmann 2003),
and mobile brands (Heitmann, et al. 2004).

Laddering can relate what users really want to product attributes via usage con-
sequences. Usability is a factor in means-end chains (MECs) between product
attributes, usage consequences, and motivating values. It is not an end in itself.
Laddering provides an opportunity for relating usability to product goals. We can
thus redefine usability as “the extent to which intended value is donated, delivered,
degraded, or destroyed by the quality of user interaction.” The relationship of usabil-
ity to product goals can now be pinpointed diagrammatically, because laddering
results in a hierarchy (values are more general than consequences, which are more
general than product attributes). A broad base of attributes narrows to a smaller
apex of values. Converging associations can be drawn as a hierarchical value model
(HVM), as shown in Figure 13.1. MECs can be traced in HVMs as paths that start
with product attributes in the broad base, and proceed via consequences to the apex
of personal values.

To apply HVMs in HCI, we need to understand issues associated with their
use. Not all HVMs use the same range of attribute, consequence, and value cate-
gories. There is debate on whether values are more important than consequences in
consumer decision-making. Further differences arise with categories of attributes,
consequences, and values. Attributes may be concrete (e.g., provision of website
breadcrumbs) or abstract (e.g., navigability of website), and may apply to several
products under comparison (groupings). Consequences may be functional (e.g.,
can find train times) or psychosocial (e.g., can spend as much time as possible
with girlfriend). Values, following Rokeach (1973), may be instrumental (means
to ends, e.g., responsible) or terminal (ends in themselves, e.g., mature love). One
drawback of early laddering approaches was that consumers’ values were primed

Success 
(job, education)

Convers-
ation

Maintaining 
Contacts

Fast 
Information 
Exchange

Possibility 
of File 

Sharing

Speed

Informed 
up-to-date

Exchange 
of News

Time 
Saving

Easy 
Usage

Entertainment Social
Affiliation

Excitement

Being 
Accessi-

ble

Immediate 
Reactions

Large 
Amount 
of Users

See when 
Friends 

are Online

Versatility

News 
Feeds

Stability

Making 
New 

Contacts

Fig. 13.1 Example hierarchical value map (HVM) for online messaging



13 Putting Value into E-valu-ation 295

from lists, including subsets of Rokeach’s values. This approach has been used by
researchers and marketers who regard personal values as dominant elements in con-
sumer decision-making (and so help consumers choose appropriate values). Such a
deliberate, sustained, and primed focus on personal values is controversial.

Not all laddering approaches distinguish between different categories of attribute
or value. Also, different categories are used for consequences (e.g., functional vs.
emotional). Some approaches replace product attributes with product benefits, and
consequences/values with basic and higher needs. Furthermore, consequences can
be shown to have bi-directional associations, resulting in networks rather than hier-
archies of worth.

No doubt, further variations of category hierarchies or networks are in use, but
the pros and cons of each are less important than the fundamentals of associating
product qualities with real world consequences, and these in turn with personal
motivators. Laddering in HVMs can thus answer the true root design question of
“what do users really want?” Within the context of such an answer, a usability prob-
lem is anything that degrades positive associations between product attributes, usage
consequences, and motivating values. Usability rightly becomes secondary to value.
What we should really be evaluating is the achievement of expected value. Putting
value in e-valu-ation requires us to focus primarily on value, and only on usability
and other interaction qualities in so far as they degrade or destroy the intended value.
Usability needs to be evaluated within a value-centered context that relates it to
“what users really want,” and should not be based on the comfort and convenience
of human factors measures.

13.2.1 Hierarchical Value Models (HVMs)

This chapter introduces HVMs as a basis for understanding usability as attributes of
associations between product design and usage consequences. Figure 13.1 showed
an adapted HVM for online instant messaging. The original (Aschmoneit & Heit-
mann 2003) uses node and arc shadings to indicate frequency of associations (lines)
and entities (boxes for attributes, consequences, or values). The bottom two rows
(dotted outlines) are attributes—both abstract (easy usage, stability) and concrete
(possibility of file sharing, news feeds). The upper two rows (solid outlines) are con-
sequences (e.g., functional consequence of conversation, psychosocial consequence
of social affiliation), with some beginning to border on instrumental values such as
success (job, education). Associations with top-level motivations are indicated by
dotted lines. The map is based on ladders elicited online from 126 online users via
chat interviews. Users were not primed at any point with lists of values.

The example HVM supports the claim that laddering can capture what users
really want—in this case, what one sample wants from instant messaging. Note
that they do want usability (easy usage), but only as a means to an end, and in
so far as it has positive consequences for efficiency (time saving) and effectiveness
(supporting conversation and thereby making new or maintaining existing contacts).
Satisfaction emerges at a higher level as excitement and entertainment, with social
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affiliation probably involving both satisfaction and effectiveness. Note that the only
captured positive consequence of efficiency (time saving) is the personal value of
career and/or educational success.

It is hard to see how starting with the ISO trio of efficiency, effectiveness, or
satisfaction could ever have got us directly to the four motivators expressed in the
example HVM. Nothing is ever ruled out in principle, but the examples in ISO
9241-11 are never related to such high-level motivations. Selecting the right evalua-
tion measures will remain an art, and a potentially unreliable and wasteful one too,
as long as standards such as 9241-11 just offer lists of possible measures (some-
thing that Whiteside and colleagues had already done better a decade earlier). The
cognitively biased human factors literature has not addressed social affiliation, and
slavish devotees of 9241-11 may well have tried to cleave social affiliation into
separate elements of effectiveness or satisfaction. Also, time spent on measuring
efficient time saving would—in so far as the HVM is accurate—have little short- or
medium-term payback (because any impact on career/education would take months
to accumulate and emerge), while the other three top-level consequences could be
usefully measured after a relatively short period of usage (e.g., 2-6 weeks). It would
be very instructive to see a convincing route from efficiency, effectiveness, and sat-
isfaction to the explicit consumer-expressed motivations at the top of Figure 13.1.
If we work directly from such HVMs in the first place, we are spared such detours
and contortions. The HVM’s consequences direct us towards a range of measures
that have little in common with dependent variables of human factors experiments.
Once again, “you can’t get there from here.”

13.2.2 HVMs and Evaluation Strategies

Evaluation strategies can be derived from understandings of intended and/or desired
value if the latter is expressed as an HVM. When developing SUPEX (Cockton &
Lavery 1999), we assumed that classic measures of interaction could form the basis
for filtering thresholds. In reality, such thresholds cannot be known until it is too
late for them to be relevant. This follows, because what should be established during
evaluation is the achievement of functional and psychosocial consequences, plus the
fulfilment of those personal values that are genuinely important to users. Once these
have been established, it may be possible post hoc to determine what the threshold
should have been. However, this has little practical value, because a design is hardly
going to be made worse to drop it back down to some threshold. More seriously, it
is clear that many consequences depend on multiple product attributes, which turns
threshold determination into a multiple regression problem. Once again, if desired
consequences follow, then the relative weight of product attributes is somewhat (or
even largely) academic. If desired consequences are not achieved, then causal anal-
ysis is required to identify the product attribute(s) most likely to be responsible.
This requires more than stabs in the dark about target levels for abstract product
attributes.

Evaluation of product attributes is primarily a question of quality control dur-
ing development. Periodic summative evaluation requires the measurement of
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consequences by selecting or developing instruments that can measure relevant
real world variables. Should summative evaluation reveal usability problems (as
unachieved consequences), then formative evaluation may require more detailed
remeasurement of product attributes in realistic usage contexts. For example in
instant messaging, the reasons for low exchange of news and making new contacts
(Figure 13.1) would be more important than the exact point at which low becomes
too low. This could be due to difficulties in determining the online population of
existing friends (“See when Friends are Online”) and potential new contacts (“Large
Amount of Users”). This would provide a focus to establish the causes of degraded
worth in instant messaging interactions.

HVMs can thus support worth-centred evaluation planning. However, their cur-
rent use once product design has been completed makes this difficult. One solu-
tion here may be to repeat the tactic of IBM and DEC (Whiteside, et al. 1988) of
two decades ago and to let the product team decide the initial desired associations
between attributes, consequences, and values. Human factors target setting is thus
replaced by worth mapping.

13.2.2.1 Mapping Worth during Design and Development

A design-oriented HVM can be constructed during initial user research, which
should establish needs and wants by understanding the motivations and goals of
users and system sponsors. Motivations and goals should translate into conse-
quences or values in an HVM. Where field work is focused on breakdowns with cur-
rent systems (pain points), this may identify abstract product attributes associated
with adverse concrete consequences. The purpose of design thus primarily becomes
one of establishing concrete product or service attributes that can catalyze desired
MECs. However, design can also be given a secondary purpose of constructing a
comprehensive valid HVM as a means to its primary purpose.

Coiteration of both a design and its motivating worth map provides a basis for
Total Iteration Potential (Cockton 2006a). This is the ability of evaluation to not
only drive redesign recommendations, but to also improve the evaluation process,
the understandings of context of use, and even revise design purpose. If design is
the creation of value (Cockton 2006a), then approaches that only iterate designs are
not well-focused. Instead, evaluation must e-valu-ate, and not just uncover adverse
interactions (poor usability or fit to context) but, most importantly, support itera-
tion of design purpose and not just of designs and design and evaluation processes.
HVMs can be modified to support such purpose.

In summary, the chapter has argued for two positions at this point:

1. Usability has too often applied inappropriate or insufficient measures (human
factors dependent variables) to answer the wrong question (“what is usability/a
usability problem?”).

2. The right question is “what do users really want (as well as system sponsors and
other stakeholders?),” and a possible answer is that what they really want can be
elicited via laddering interviews and expressed as some form of HVM.



298 G. Cockton

We now consider appropriate forms for HVMs for HCI, which will be called
worth maps to distinguish them from consumer psychology’s HVMs. With these
in place, we will explore how evaluation planning and practice can be grounded
in worth maps, and thus focus usability evaluation on what matters, rather than on
what researchers in human factors, or cognitive (and now also affective) researchers
know how to measure.

13.3 From HVMs to Worth Maps

HVMs have the potential to align evaluation with design purpose, expressing the
latter as a product team’s map of intended worth. We need to revise HVMs to
become more comprehensive and less doctrinaire on MEC structure, without com-
mitments to hierarchies of fixed categories. HVM elements are thus generalized by
the term worthy, which can refer to any MEC factor (e.g., attributes, consequences,
or values). We will not assume that psychosocial consequences follow from func-
tional consequences, but never vice-versa. An arbitrary set of consequences of any
category can be interlinked into a network grounded in mostly abstract attributes,
but with possible direct associations to concrete product attributes. MECs are thus
replaced with worth subsystems, where associations operate in either (or both) direc-
tion in the vertical axis of a worth map.

There is no assumption that any predefined terminal values must form the apex
of a worth map. Indeed, consequences alone may be the most abstract worthies if
product teams initially find values unhelpful. Values can then be added as, and when,
credible and grounded ones emerge.

To become more comprehensive, worth maps need to be first devised for a range
of stakeholders. Second, negative as well as positive associations must be modeled
(Reynolds & Gutman 1984). By juxtaposing positive and negative consequences of
product attributes, a balanced view of the true impact of supposed usability problems
can be formed. We will return to balance, but consider breadth first.

13.3.1 Breadth of Worth: Stakeholders

Figure 13.1 represented users’ associations between system attributes and usage
consequences. We need to extend worth mapping to all stakeholders, especially a
new sociodigital system’s sponsors who are ultimately responsible for deciding on
design purpose. For example, the stakeholders for a van hire website would include:

• Customers
• Operational staff, especially at depots
• Management (system sponsors)

Considering customers first, they want to find an appropriate van with confidence
(functional and psychosocial consequences). Two product attributes can support
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these consequences: photos of what a van can carry and dimensions of usable
load space are more informative than cubic volume. Customers also will need to
be able to hire an appropriate van for an appropriate period for an acceptable cost
(money, time, convenience). This adds one further functional consequence (appro-
priate period) and three psychosocial ones (money, time, convenience), although we
may want to broaden our consequence categories to include economic ones (money,
and perhaps time). Whatever our consequence categories, these user needs require
product attributes of clear information on the full price of a hire, and what to do
to pick up and return the van on time. Customers’ needs, however, extend beyond
website use. Having chosen and booked a van, customers need to know several
things to ensure successful delivery of their van load: how to get to the van depot,
depot opening times, and required documentation (printout of confirmation, drivers
license). The functional consequence of successful delivery dominates all others,
and requires further information attributes on the website and/or via email. Printable
and/or emailed instructions (e.g., pdfs) may strengthen associations between product
attributes and desired consequences.

Based on these assumptions, Figure 13.2 shows a worth map fragment for hypo-
thetical van-hire customers. Proposed concrete and target abstract attributes are at
the bottom (dotted outlines). Above these, are functional and then psychosocial
consequences, but consequences such as financial gain are economic: van-hire may
effect an exchange. Other motivations for hiring a van are shown (moving home,
purchase, gift). Where these are mutually exclusive, separate worth maps for spe-
cific personas may be needed. These would correspond from modes from market
research, where markets are segmented below the level of individual consumers, in
recognition that the same people can want different things at different times (e.g.,
business lunch in formal restaurant vs. fast food with young family). The top row
(dashed outlines) are personal values. Rokeach (1973) lists happiness and social
recognition as terminal values, but these do not fully capture understandings behind
Figure 13.2, so alternatives are used.

Worth maps can be constructed for other stakeholders. We could assume that
operational staff want to enjoy their work (if not, then careful service/job design
should change this). Staff should want collection and return of vans to proceed
smoothly, and for customers to leave pleased with the ease and quality of van usage.
The website thus needs to ensure that customers turn up at the right place at the
right time with the right documents. In the customer worth map, identified concrete
attributes enable high quality service experience. However, by also collecting infor-
mation on a customer’s load (further product attributes), the website could forward
information that lets depot staff advise and support customers in load handling,
thus potentially increasing customer and employee satisfaction (psychosocial conse-
quences). Designing systems has always involved designing jobs. B2C websites are
no different. By considering work quality for van-hire depot staff, we can include
positive consequences from good service design (Service Design Network 2006).

For reasons of space, no further worth maps are shown for other stakehold-
ers. For depot staff, however, a general terminal value of enjoyable work could
focus Rokeach’s terminal values of comfort, accomplishment, and self-respect. This
would be reflected in psychosocial consequences of job satisfaction, which would
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depend on customers’ functional and psychosocial consequences, thus requiring
cross-referencing of stakeholder worth maps. Staff would largely depend on the
website and related emails for getting customers to the depot on time with appropri-
ate documentation. An extensive ability and willingness to provide helpful advice
and support on routes and load handling would extend the website with further
service attributes that would contribute to customer and staff satisfaction. Abstract
attributes thus extend to brand attributes. A worth map could be extended to show
how the website and back office systems let depot staff deliver on a wide range
of brand attributes such as helpfulness, supportiveness, efficiency, professionalism,
reliability, and trustworthiness.

Management, the sponsor stakeholder group, primarily wants to achieve a good
return on investment, brand image, market share, good sales, and satisfied cus-
tomers. These are all high-level consequences bordering on company values. The
website must deliver enough sales to meet its profit targets, which requires several
intervening customer focused consequences, which, in turn, are associated with
carefully designed product attributes. Short term profitability, however, may not
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translate into long-term competitiveness and viability, and thus the website needs
to be fully aligned with management strategy on sustainable competitiveness.

13.3.1.1 Business Value and Worth Mapping

There are many approaches to business strategy, but most are multifaceted and go
beyond immediate profit targets. For example, approaches to strategy in Balanced
Score Card (Norton and Kaplan 1996) set targets and objectives from the customer’s
and three company perspectives: financial, learning and growth, and internal busi-
ness processes. Competitive strategies should set targets and objectives that result
in a balance of benefits between stakeholders. To delight all stakeholders, a van-hire
site must go beyond simply making a profit, and support reliable, high-quality inter-
nal business processes. It must maintain the competitiveness of the company through
learning and growth, and also support learning and growth for individual employ-
ees, which should ideally result in loyalty and service excellence. Customers should
form a positive image of the company, expect to use the van-hire service again, and
recommend it to friends, family, and associates. Such a broad approach to service
design should enable management to exceed targets and build brand loyalty through
customers who feel they have a gift rather than a purchase, and through loyal depot
staff who enjoy delivering distinctive rewarding high-quality service.

The website alone cannot fully deliver on a broad business strategy. Pricing pol-
icy, pick-up and return policies, depot location and opening hours, van range and
availability, and insurance and personal document requirements are factors beyond
the website. They all have a critical impact on achieved value. Evaluation targets
thus need to be set that establish that the website protects existing value in a van-
hire product, and wherever possible, adds value through new site features. A service
design approach will be required (Service Design Network 2006), and thus evalu-
ation must be fit for that purpose. It no longer makes sense to focus on usability
alone, or to evaluate it in isolation from sources of worth.

A worth map for management would thus be much influenced by company strat-
egy. It may, however, be better to have a worth map for the company, and a sepa-
rate worth map for management, to reflect the interaction of personal and corporate
agendas with the working environment. Thus, while companies want to remain sus-
tainably competitive, managers interpret this in terms of individual careers, result-
ing in potential divergences of terminal values. Instrumental values would include
hitting performance targets, return on investment, and brand image. Psychosocial
consequences would be very dependent on consequences for customers, but would
include net recommender scores, and brand perceptions (reliability, value for money,
etc.). Some psychosocial consequences depend on staff, such as good morale, low
turnover, shared values, etc. Economic consequences would include market share.
Functional consequences would include the reliability, efficiency, and quality of
internal business processes. All of this may seem a long way away from usability,
but from the management’s point of view, usability only matters in so far as it has
a bearing on consequences and values that matter to them. The business case for
usability has to be made each time, for each business. For commercial systems,
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we must relate abstract usability attributes to relevant business consequences. If we
do not, then we cannot focus usability evaluation on worthwhile outcomes for this
worth arena.

13.3.2 Balance of Worth: Worth-Aversion Maps

So far, we have only considered ladders of positive associations, but negative asso-
ciations are also elicited in laddering (Reynolds & Gutman 1984). Associations
can have positive or negative consequences. The latter may extend to breaches of
personal values. If worth maps only show positive consequences, this will not cap-
ture the balance of benefits and drawbacks for different stakeholders that arise from
the same product attributes. Thus while stakeholder worth maps add breadth to the
design process, we also need to add balance by considering both motivating worth
and demotivating aversion.

In many (if not most) cases, consumers trade-off negative consequences against
compensating positive ones, but sometimes nothing can compensate for an unac-
ceptable breach of values. Negative associations thus capture aversions that degrade
or destroy consumer motivation. Usability is on home ground here, since historically
it has focused usage difficulties and misfit with usage contexts that create adverse
consequences.

Positive and negative associations can be combined in a single diagram, simply
by recognizing that any value, by its nature, can have a positive or negative valence.
However, we tend to distinguish negative values through words such as aversion,
taboo, proscribed, unethical or demotivating. Yet, even this fails to recognize that
one person’s meat is another’s poison—i.e., the same usage outcome may motivate
some, while repel others. Thus we cannot directly infer the valence (i.e., positive or
negative) of a value or consequence. It may be the case that aversions are just wor-
thies with not added to them. Worthies and aversions are independent to the extent
that what is worthwhile for one stakeholder may be an aversion for another. The key
point is that the valence does not lie in the worthy, but in the stakeholder. We can
name worthies to distinguish worth from aversion, but this should not mask the fact
that objectively they can arise from the same phenomena. What differs is the subjec-
tive response of stakeholders. Thus, cookies placed without explicit consent violate
personal property rights (Friedman & Kahn 2003). Users may be averse to this,
but site sponsors derive worth from the ability to track site visitors. Value-sensitive
design thus seeks product attributes (e.g., notification of, and/or consent to, cookie
placement) that allow users to balance their values against those of site sponsors.

We need to indicate the valence of a worthy within a worth map (i.e., a value
or consequence, attributes are only valenced through association via consequences
to values). Position is the most flexible diagrammatic coding attribute (and most
coherent, as worthies can be grouped by valence). Coherence will tend to follow
from the need to preserve vertical MECs, which will separate positive from negative
associations. These could group on the left and right of a worth map. An alterna-
tive is to build positive chains up from the middle of a worth map (i.e., up from
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product attributes) and to build negative chains down over. Such worth-aversion
maps (W/AMs) add balance by combining an upside (achievable worth) with a
downside (probable aversions) to express a design’s pros and cons.

Figure 13.3 shows an example management W/AM for a university website. Grey
nodes indicate adverse attributes and consequences. It is a first cut W/AM that would
typically result from initial design team brainstorming. It can be thought of as a map
of destinies, because with no details of concrete attributes and no associations forged
into positive or negative MECs, development could end in either delight or disaster.
The initial single concrete attribute is deliberate, simply indicating dependence of
website abstract attributes on the quality of interactive content.

W/AMs in HCI cannot be as comprehensively grounded as consumer HVMs
until product release, because the latter are based on reported associations, elicited
in an approach based on repertory grids (Reynolds & Gutman 1984). Consumer
utterances are coded as referring to product attributes, purchase or usage conse-
quences, or personal values. With utterances translated into a common terminology,
a frequency matrix of associations is built. In contrast, initial W/AMs will have lit-
tle empirical grounding. However, the core development aim should be to improve
on this. As development progresses, supporting documentation should strengthen
W/AM associations. Alternatively, initial destiny associations can be removed, espe-
cially for successfully avoided aversions!

Evidence for associations is survey data that grounds a W/AM. As with maps
of the physical world, this is separate from, and does not appear on, the map.
For example, as website development progresses, a content matrix can associate
details of concrete attributes with positive and negative abstract attributes. Content
matrices take many detailed forms in Web design, but all associate concrete con-
tent (matrix rows) with attributes (columns). So, columns could state and explain
positive and negative attributes associated with specific units of content (i.e., page
section/element, page, subsite). Content matrices can thus include survey data to
ground W/AMs.

Initial W/AM associations are thus potential destinies. Unlike an exclusively pos-
itive worth map, an initial W/AM can capture several alternative destinies, based on
different mixes of outcome. Even when supported by survey data, W/AMs cannot
be deterministic. The worth subsystems containing causal chains are not closed.
Indeed, the more abstract a worthy is, the more open it is to influences that a W/AM
may overlook. Thus, universities do not wholly depend on websites for student
recruitment, nor will close attention to Web content remove all sources of potential
misinformation and other aversions. Figure 13.3 does not thus indicate inevitable
connections between a university’s Web content and its viability.

All worth subsystems must thus be understood in a broader context of embracing
worth arenas (Cockton 2006a) that scopes their contribution to the key values of
individuals and collectives. A SWOT-style analysis (strengths, weaknesses, oppor-
tunities, threats) could provide such a context, with opportunities and threats derived
from some form of environmental scanning—perhaps a PESTLE analysis (JISC
2007). This will guide the design team to focus on those worth subsystems that have
the greatest potential to influence more than basic functional consequences, guided
by strategies informed by SWOT, PESTLE, and similar analyses.
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Fig. 13.3 Initial management destinies W/AM for a university website



13 Putting Value into E-valu-ation 305

13.3.3 Summary

HVMs can be adapted for HCI to become W/AMs, where:

• W/AMs are structured around an open set of categories for worthies (attributes,
values, consequences) that may be associated in non-hierarchical relationships
without constraints on MEC structure

• W/AMs represent positive associations above concrete product attributes, and
negative associations below them

• Design team’s beliefs about key possible development destinies are represented
in an initial W/AM, which may have very limited empirical grounding

• The aim of development is to exploit Total Iteration Potential (Cockton 2006b)
to revise W/AM topology and strengthen associations. At each iteration, values
can be added or removed (iteration of design purpose), contextual research can be
extended to better understand desirable and avoidable consequences, evaluation
planning can be refocused on critical associations, and concrete product attributes
can be revised to strengthen positive associations from the base of means-end
chains (or to weaken or remove negative ones). The resulting survey data pro-
gressively improves a W/AM’s empirical grounding

• W/AMs can cover several stakeholders, individual stakeholders, or consumption
modes, but comprehensive W/AMs can be used to contrast differing outcomes
for different stakeholders or modes

• W/AMs need to be constructed and interpreted with reference to worth arenas
(Cockton 2006a) that provide the logic for the individual and collective worth and
aversions at the top and bottom apexes. For example, business strategy provides
such logic in the worth arenas of commercial institutions

The final step in the argument of this chapter requires demonstration that
W/AMs, as an adaptation of HVMs for HCI, can be used to plan usability analyses
within a wider worth-based evaluation framework.

13.4 W/AM-Based E-valu-ation

Within a worth-based evaluation framework, evaluation planning can focus on
selecting (or designing) measures and instruments to track the strength of associ-
ations within worth subsystems. Measuring some product attributes and lower-level
outcomes will be needed to achieve this, but targets will be hard to set in advance.
The focus is thus on establishing and/or improving positive associations and remov-
ing and/or reducing negative ones. While this will improve outcome measures, it
will not do so at the level of the attributes typically measured in usability engineering
(e.g., Whiteside, et al. 1988). The focus is on higher-level, real-world outcomes, and
once these are achieved, the relative role of usability-related attributes has limited
relevance. Once again, an a priori focus on usability attributes can distract from
what really matters. This lesson was learned two decades ago at DEC and IBM,
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but we have lacked a new evaluation paradigm that can focus on what users and
key stakeholders really want, rather than what psychology and human factors could
already measure.

Usability’s focus on user goals and critical tasks can provide an indirect route to
functional consequences, but this is inadequate for two reasons. First, it fails to place
consequences in the context of wider worth subsystems, and thus may fail to assess
the rich network of associations that create value from functional consequences.
Second, by failing to associate functional and psychosocial consequences, usabil-
ity practice can be overly instrumental. Conversely, however, attempts to evaluate
user experience as an overarching quality of interaction can invert this oversight
and be overly phenomenological in focus. Overall, usability and user experience
approaches tend to shatter worth maps to focus on suboutcome fragments of product
attributes and usage consequences.

None of the above however means that current or past practice in usability and
user experience is worthless. Often evaluation work is on target, but this is generally
through good luck (or gifted team insight and judgement) rather than through sys-
tematically relating measures and targets to intended worth. Worth systems could
form the basis for such a systematic practice. The main claim of this chapter is they
have such potential. An extensive program of case studies is required to demonstrate
this. However, it is possible to sketch a range of modified evaluation methods that
focus on achievement of intended value, rather than the abstract product attributes
currently associated with usability. Both analytical and empirical methods can be
sketched. Both depend on W/AMs as a keystone representation for worth-centered
design and evaluation.

Worth-centred evaluation methods focus on W/AM’s associations and the wor-
thies that they combine into worth subsystems. Any W/AM element is a candidate
for measurement or inspection. All worthies provide a basis for evaluation criteria
ranging from feature inspection to reflective and value-sensitive design. The sim-
plest methods operate at the level of specific worthies. Many lower-level product
attributes can be assessed by inspection during development. Design evaluability is
determined by the extent to which any worthy or association can be operationalized.

Wider methods test strength of associations, for example the ability of concrete
product attributes (e.g., website links) to deliver required abstract attributes (e.g.,
navigability). More complex methods address complete MECs (or worth subsys-
tems), assessing validity and/or credibility of expected causal chains. All worth
subsystems are candidates for expert judgement or statistical analysis of strength
of associations. Other approaches are more holistic, assessing complete W/AMs
and looking for ways to improve achievable worth for digital products or services.

Method sketches begin with analytical methods, followed by empirical meth-
ods. In the space available for this chapter, only sketches are possible. While more
detailed worked examples would better support HCI research and practice, this
chapter is not a tutorial on worth-centered development. Again, the aim is to explain
how and why existing usability measurement cannot reliably and systematically
address what users really want, how laddering approaches from consumer psychol-
ogy can, how these can be adapted for HCI, and how this supports planning and
derivation of worth-cenetred evaluation methods.
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13.4.1 W/AM Inspection Methods

The achievable worth for a design can be assessed by WA/M inspection. Some oper-
ate on specific areas of the map, some on worth subsystems, some assess the whole
map, and some need additional survey data.

13.4.1.1 Value Spread Opportunities

Design purpose tends to be expressed at the level of usage consequences. This
method inspects a W/AM to assess its coverage of potentially relevant values, which
can come from a range of evaluation resources, for example:

• Value lists—such as those covered in Value-Sensitive Design (Friedman &
Kahn 2003), those used in primed/prompted laddering such as VALS, LOV and
RVS (Wong & Jeffery 2002), or ones from theological and/or philosophical
approaches that construct such lists

• Theories of motivation—which provide another source of high-level individual
motivators, while sociocultural approaches can address collective motivations by
reading values inscribed in cultural forms in different worth arenas (Cockton
2006a). Such approaches allow more systematic inspection than the more open
approach of Reflective Design (Sengers, et al. 2006), as well as drawing on a
range of long-established disciplinary perspectives on individual and collective
value. For example, management science can inform HCI about business strategy
and its relation to some sponsors’ collective value.

Missed opportunities for value spread can be a surprisingly simple but effective
predictor. The Whereabouts clock, a workplace information display with a largely
functional design purpose was found to also support feelings of connectedness and
relatedness (Sellen, et al. 2006). The extremely abstract motivational categories of
existence, relatedness, and growth (ERG Theory, Alderfer 1972) suggest that an
exclusive focus on existence motivators at work could be too narrow. The value of
an intended W/AM for the Whereabouts Clock can thus be spread by adding psy-
chosocial consequences and values for relatedness. A new worth subsystem would
result with existing product attributes, but these could be improved and extended
to strengthen associations for relatedness. Note that a focus on positive motivators
as well as aversions (as in much value-sensitive design) broadens consideration of
values in design and evaluation.

13.4.1.2 W/AM Enrichment

A W/AM’s diagrammatic form requires worthies to be succinctly described. It may
not be possible to capture the full extent of an intended consequence or value in the
short-text label for a worthy’s node. This inspection method assesses and improves
the communicative quality of worthies, using field research data to improve the
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expression of intended worth. This may include the use of direct quotes from inter-
viewed stakeholders, or the use of photographs or video material, which can become
the basis for worth boards that provide pictorial support for expressing intended
worth (Cockton 2006a). Worthy’s W/AM labels can then be revised to better capture
worth as visually communicated. However, the expectation is that worth boards will
be a vital supplement to W/AMs in enhancing communication of intended worth.
Worth boards (WoBs) are a key class of survey data, providing the rich data behind
simple map labels.

13.4.1.3 Worth Tables (WoTs)

It is highly likely that the product attribute zone of a W/AM will become either
overcrowded and unmanageable, or overly sparse and meaninglessly vague. Com-
plexity here can be managed by grouping concrete attributes in the W/AM and using
separate, more detailed tables, to describe the intended associations between con-
crete and abstract attributes. These tables can also include specific evaluation targets
for abstract attributes, as well as specific criteria to support a checklist approach
to feature inspection, thus avoiding problems of more general feature checklists
(Edgerton, et al. 1993). More generally, WoTs have a similar structure to Web
design content matrices and matrix-based methods from first-wave HCI (Catterall
1990). They both extend the worth map with large scale inserts and also organize
survey data. They are particularly useful for recording the avoidance of adverse
outcomes—explaining, for example, how privacy related aversions can be reduced
by clear appropriate website policies.

13.4.1.4 W/AM Balance

By comparing W/AMs for different stakeholders, the relative impact of a design
can be compared. Stakeholder worth maps can be compared. One approach would
be to compare the consequences of product attributes across stakeholders. This may
prompt redesign to reduce adverse impact on some stakeholders. This is a specific
case of shifting the center of gravity of a W/AM, an approach that aims to identify
and reduce aversions and/or increase positive motivators.

13.4.1.5 Worth Delivery Scenarios (WoDS)

These take a happy ending approach to scenario authoring, focusing scenarios on
credible narratives that demonstrate how value will be delivered (and aversions
avoided) by a design with envisaged concrete and abstract attributes. Happy endings
can be based on images from worth boards. WoDS take their narrative skeleton from
worth subsystems. They are essentially Value Delivery Scenarios (Cockton 2005)
transferred into a W/AM based methodology. WoDs are not survey data, because
they add nothing to the empirical grounding of a worth map. Instead, they are design
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overlays that challenge the current worth map, potentially realising map elements
and associations to be rethought to improve credibility or and detail.

13.4.1.6 Holistic Approaches

Aschmoneit and Heitmann (2003) identified four ways in which HVM transforma-
tions can guide product development:

• Using already mentioned connections
• Strengthening presently weak associations
• Building new associations
• Adding new attributes

These readily extend to W/AM inspection methods, except the first, which
is intrinsically for market leaders. W/AM inspection can support the other three
approaches. Credibility of associations can be assessed, and strengthened by
improving product attributes or extending the network of associated worthies.
WoDS may also be an effective method for both generating new associations
between existing worthies, and for adding new ones. This follows from the need
to strengthen the credibility of scenario narratives, but also to broaden coverage of
motivations overlooked when building W/AMs.

Aschmoneit and Heitmann appear to restrict addition of new worthies to product
attributes, but this overlooks adding new consequences and values, as through usage
of the Whereabouts Clock, where unenvisaged consequences and values combined
with existing product attributes into new worth subsystems. This is essentially the
basis of appropriation (Voida and Mynatt 2005), when users create new value with
unchanged existing technologies. WoDS may be able to discover appropriations
through envisionment prior to usage. Empirical methods can also be applied holis-
tically to improve W/AMs via appropriation and other means (see below).

13.4.1.7 Worth Inspection Methods: Summary

The above brief sketches demonstrate that W/AMs are a promising anchor represen-
tation for design purposes, and form the basis for a range of inspection methods and
techniques to cover the whole worth spectrum from product attributes to individual
and collective value.

The extensive reach of W/AM inspection can be demonstrated by considering
seven questions that guide evaluation planning (Cockton 2006b):

1. Why are we evaluating? (purpose)
2. Who will we ask to evaluate (both specialists and participants)?
3. What information and design artefacts are given to evaluators, what resources

are available for conducting the evaluation, and what will we ask specialists and
participants to do?

4. Where will we carry out the evaluation?
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5. When will we carry out the evaluation?
6. Which instruments will be used to record which measures, and which levels of

performance and preference will indicate success or failure?
7. How will we conduct the evaluation overall (protocol), how will we analyze the

data, and how will we communicate the results?

For inspection methods, the purpose is formative (why) and usability experts
(who) are asked to evaluate at design milestones (when). Design resources sketched
above such as W/AMs, WoBs, WoDSs and WoTs could be provided to evaluators,
who would follow associated inspection procedures (what) at their own or spon-
sor’s workplaces (where). Measures and data analysis (what and how) are issues for
empirical rather than analytical evaluation. This, too, can be given a worth-centered
focus.

13.4.2 Empirical Value Impact Assessment

The purpose of empirical methods can be formative or summative. The key differ-
ence between inspection and empirical methods is that the latter are based on usage
data from user tests (in the lab, field, or remote), system logs, or user diaries. Once
empirical evaluation is guided by the need to ground and validate a W/AM however,
rigid distinctions between formative and summative evaluation are hard to maintain.
Measures of outcomes and abstract product attributes will be summative in nature at
the point of evaluation, but their context in a worth subsystem will provide formative
evaluation on the likely causes of any disappointing outcomes. This presumes that
the W/AM, however, is structurally correct and that a design can be improved by
improving associated product attributes. Alternatively, evaluators may decide that a
W/AM contains flaws. In this case, the evaluation is wholly formative, refocusing
design.

Empirical evaluation takes measures with research instruments. Measurement
can finesse issues of different categories of consequence or value by replacing it
with issues of how we measure. Functional consequences should be measurable
by observing or instrumenting the world. Economic consequences require financial
measures. Psychosocial consequences require appropriate instruments from psy-
chology and sociology.

A W/AM thus becomes a theory that can be tested and refined during devel-
opment. The approach could reduce the distinction between research and practice,
requiring practice to be conducted as research, and research to be grounded in prac-
tice. The scientific orientation that was lost when formal experiments were simpli-
fied to user testing could thus be restored. Worth maps allow task and measure
selection to be clearly traceable. Consequently, when there are problems with a
design it should be clear what difference these make to users and/or other stakehold-
ers. Path analysis of the relevant submap should let potential causes be pinpointed.
The correct ordering of specific consequences and values can be established by an
evaluation process, that iterates W/AMs, as well as designs that they rationalize.
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Focused experiments can also be designed, for example, to test hypotheses on the
avoidance of specific aversions.

Selected measures need to correspond to evaluation criteria based on W/AM
nodes (attributes, consequences, and values). Planning empirical evaluation in
worth-centered development thus systematically maps worthies to evaluation crite-
ria, which are, in turn, mapped to measures and then measuring instruments. It is
important to measure above the level of abstract product attributes and immediate
functional or psychosocial consequences. These are measured as means to ends, but
measures of high value terminal outcomes take precedence.

As we move from measuring the central zone of W/AM, more extensive worth
subsystems can be evaluated, although measures become more challenging. The
appeal of measuring quality in the system or quality in interaction becomes apparent
when one considers the challenges of measuring at a W/AM apex. Measuring quality
in the system only requires the system (and perhaps documentation) to perform an
evaluation. Measuring quality in interaction requires a working system and someone
to use it (e.g., in user testing). However, measuring quality in the world (the worth
of usage outcomes) requires a system and instrumentation of the world. Many out-
comes cannot be measured during interaction. For example, in Figure 13.2, there are
functional consequences of successful delivery of load(s), arrive on time and well-
prepared, appropriate period for deliveries, and appropriate van for load(s). None
can be measured during van-booking interactions. These must either be measured
through post-hire questionnaires via email, and/or via some form of instrumentation
at the van hire depot. At this point, we are no longer just instrumenting interaction,
but instead we must potentially instrument much within the scope of a sociodig-
ital system. Worth-based measures are closely tied to design purpose and cannot
be listed in advance of design. Existing approaches such as critical parameters
(Newman & Taylor 1999) have attempted to identify such measures, but they do
so without the associative context of a worth map, and as such do not locate these
parameters in means-end chains that can be grounded through empirical assessment.

Worth-based measures are not just new or alternative measures, such as those
associated with various versions of new usability. Instead, they are measures that
can only be understood in terms of a complete picture of design purpose. Evaluation
can thus feed off design and not, as happens with the use of inappropriate measures
and targets, savage it. Furthermore, well-fed evaluation is less likely to bite the hand
that feeds it!

13.4.2.1 Direct Instrumentation of Sociodigital Systems

For critical outcomes in W/AMs, it may be necessary to instrument any component
of a socio-digital system. It may be necessary to embed some instruments within
software or in usage locations. Interestingly, this can extend designs in ways that
may automatically bring consequences beyond those initially targeted in a W/AM.
Not surprisingly, direct instrumentation is most common in ubiquitous computing
(ubicomp) research, where the basic functionality for self-instrumentation is often
already in place. However, current low-level logging can rarely directly measure
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criteria derived from W/AM nodes. Greg Abowd noted the need to design for eval-
uation at the Ubicomp workshop (Scholtz, et al. 2001). However, the extent of this
design goes beyond instrumentation and data management to the achievement of
intended worth.

The viability of this approach has already been demonstrated in e-learning, where
research instrumentation required the creation of a controlled learning context that
became, for some learners, a key determinant of learning success (Jones and Cock-
ton 2004). Such self-instrumentation is generally seen as an unavoidable conse-
quence of ubicomp, since external instrumentation cannot capture everything.

For example, in Figure 13.3, there is a psychosocial consequence of interest in
a course on offer.” As the W/AM stands, this would have to be measured outside
of the university website, which could require surveys or interviews. These usage
outcomes can thus not be directly measured during interaction. However, we could
let the website directly instrument student interest through additional interactive
content. Specifically, we could add document and media downloads for visitors who
have registered. Self-instrumentation is thus achieved via download and registration
data that record an individual’s interest in specific courses. By moving instrumen-
tation into the system, we inevitably add product attributes. By doing this, we must
review the extended W/AM for new potential associations, especially with possible
adverse consequences of required visitor registration. A Reflective Design approach
(Sengers, et al. 2005) could highlight these, adding new aversions. Associations
between new features and aversions could be weakened by further content on pri-
vacy and data usage policies. It should be clear that self-instrumentation can have
an extensive impact on concrete design attributes.

Self-instrumentation extends both the design (concrete attributes) and usage out-
comes. More generally, once prospective students are registered, a more finely
grained worth subsystem can be designed to strengthen the association between
the functional consequences of interest in a course on offer and Students apply for
a course with support of parent and/or advisers and Students apply for course that
they will enjoy and complete (Figure 13.3). This can be achieved by adding further
concrete attributes that implement a sales pipeline that can maximize conversion
from initial interest into applying for courses.

Self-instrumentation is thus not just a contextual requirement of ubicomp, but
more generally a direct consequence of worth-centered approaches, since some tar-
get outcomes and associated worth subsystems can only be measured by extending
designs to capture achievement data during usage (Cockton 2005).

13.4.2.2 Holistic Approaches

Empirical evaluation can be refocused via W/AMs to support a comprehensive
range of distinct approaches to design. First, it can support an engineering design
paradigm, which in HCI is often achieved through psychology experiments. Empir-
ical evaluation here can be based on experimental approaches that have failed to
generalize within HCI, but remain vital for optimizing the association between
concrete attributes and abstract qualities. WoTs can capture expected associations
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here, and engineering design approaches can be used to optimize concrete attributes
to improve outcomes within associated worth subsystems. However, by relating
experimental optimization to the context of a W/AM, the relevance of experimental
dependent variables can be better assured. The result is one form of strengthen-
ing presently weak associations as advocated for HVM-based product improvement
(Aschmoneit & Heitmann 2003).

Self-instrumentation has a strong probability of achieving Aschmoneit and Heit-
mann’s two other HVM-based innovation tactics. Adding new attributes has been
shown to follow from self-instrumentation, and this inevitably leads to building new
associations, although some may initially be adverse. The approach promises to
meet Wixon’s (2003) requirement for evaluation methods that do not merely find,
but also explain and fix, problems. Self-instrumentation paradoxically fixes some
problems before they can be found by supporting creative and innovative value-
adding design extensions as a consequence of planning evaluation measures.

The main holistic W/AM-based empirical evaluation approach, however, is test-
ing worth system-based design theories. A systematic combination of measures and
instruments can test the design team’s conjectures about causal relations between
product attributes and usage outcomes. The simple factorial experiments of 1980s
HCI can thus be replaced by a broad testing of a nexus of conjectures, thus oper-
ationalizing Carroll and Kellogg’s (1989) superficially paradoxical vision from
almost two decades ago of HCI application leading HCI theory. Again, worth-
centered development reduces the distance between research and practice.

Existing design approaches, such as probes, can be used as holistic W/AM eval-
uation methods. Technology probes (Hutchinson, et al. 2003) expose usages and
valuable outcomes that the design team may not have envisaged. More generally,
probes provide access to user appropriations (Voida & Mynatt 2005), which by their
nature create new outcomes without changing concrete product attributes, although
abstract attributes may be enhanced or even created. Whereas psychological exper-
iments support engineering design through optimization, probes support art-based
design through open enquiry and responses to user experience.

13.4.2.3 Empirical Evaluation of Worth: Summary

The above brief sketches demonstrate that W/AMs can align empirical evaluation
with design purpose. Once again, the reach of W/AM-based evaluation can be
demonstrated by considering seven evaluation planning questions (Cockton 2006b).

In value-impact assessment, we evaluate to test design theories, and not just to
identify product defects (why), combining the formative and summative aspects of
evaluation. After all, the source of product defects are our design theories, and not
the product itself, which, after all, is only a human artifact, albeit one that may be
poorly understood by its makers.

The need to self-instrument brings developers and designers into the evalua-
tion process (who). Self instrumentation allows continuous evaluation during usage
(when) allowing a range of running prototypes and systems to be used as probes
in remote locations (where). The W/AM and associated resources provide the main
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support for evaluators, along with self-instrumentation (what), which also provides
instruments and their measures (which). Success or failure applies to worth sub-
systems, including related WoTs and WoDSs, rather than usability targets (which).
Together, this all provides a basis for planning and conducting evaluations, analyz-
ing data and communicating results (how). At all points, the W/AM can provide
common ground for the whole development team, reminding developers in particu-
lar about the intended purpose of design features. Cool features become much harder
to justify, but so too does the uncritical use of psychological measures.

13.5 Conclusions: Evaluation and Design Purpose

Evaluation, especially using empirical methods, has remained tied to measures with
origins in experimental psychology even when associated specified goals have been
known to rarely be what users really want for two decades. In fairness to usability
evaluators, there has been no real alternative, even after the move to contextual HCI.
Field research did not turn out, as expected, to provide better grounded usability
targets, although it did massively improve design inputs. It improved our ability to
ground design in genuine user needs and usage contexts, but rarely provides action-
able success and failure criteria.

An alternative to setting targets and evaluating their attainment is to theorize
value chains within usage of digital products and services. W/AMs based on lad-
dering and HVMs from consumer psychology offer a promising basis for theorizing
worth, relating this to design, and planning evaluation. The approach has supported
a range of innovative insights and opportunities, especially:

• Achieving value spread through cultural studies approaches to reading systems
and their contextual worth arenas, supported by a range of practical and theoreti-
cal perspectives on individual and collective motivation

• A basis for integrating novel HCI approaches (reflective and value-sensitive
design, user experience) into one development approach

• Accommodating appropriation within worth-based evaluation
• Writing scenarios backwards to focus on valuable happy endings within worth

delivery scenarios (WoDS)
• Integrating non-verbal field resources into evaluation (WoBs)
• Replacing usability targets with goals for worth subsystems
• Deriving measures and instruments from elements of worth
• Supporting engineering design through worth table (WoT) optimization
• Self-instrumenting across the whole scope of a sociodigital system, with positive

consequences for design

This is a forward-looking chapter. It is not, and cannot be, a tutorial on evalua-
tion within a worth-centered framework. Instead, it maps out a future for what was
usability evaluation, but will be subsumed as just one form of assessment of worth
subsystems. Clearly, much needs to be done to allow confidence in W/AM-based
development. However, experiences with worth-based approaches in real develop-
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ment settings have been positive. Only one is using W/AMs in the design phase, but
this has already resulted in a range of self-instrumentation tactics. W/AMs have only
recently been developed, but the overall philosophy of worth-centered development
has been in place for a few years (Cockton 2005; 2006a). It continues to prove valu-
able in commercial practice for focusing evaluation planning, results presentation,
and iteration decisions.

It has taken two decades to even begin to envisage how we can respond to
the challenges of genuine evaluation relevance posed by Whiteside, Bennett and
Holtzblatt (1988). Second-wave HCI (Bødker 2006) has successfully provided the
basis for grounding designs in the context of use. However, it has not provided
systematic support for evaluation that cognitive psychology and human factors pro-
vided for first-wave HCI, irrespective of limitations that emerged in practice. This
systematic support for planning, instrumentation, and measurement explains the
endurance of first-wave HCI approaches within usability evaluation. As HCI enters
its third wave, we hopefully now have the means to combine rigor, replicability,
and relevance in evaluation, but we cannot do this as long as we separate usabil-
ity evaluation from the wider evaluation of human performance and experience in
sociodigital systems.

Maturity in organisms is indicated by major changes in form, structure, and capa-
bility. The same is true for usability evaluation. As it matures, it will become almost
unrecognizable as the adult version of its first wave child. Some characteristics will
be preserved, but as with any maturation, it will be wiser, more capable, better
focused, and more reliable. In short, it will be valued, and worthy of respect among
development teams.
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Abstract This chapter presents a conceptual framework for expanding the scope
of current HCI research, by including economic aspects that affect user experience
when interacting with online services. This framework presents development mod-
els for interactive products and online services. It refers to the concept of value-
oriented design that attempts to use HCI and interaction design as a part of business
design activity. Although this framework is as yet partly visionary and needs vali-
dation, it seems to open interesting perspectives on user experience design, because
interaction design is an important part of modern business technology.

14.1 Introduction and Background

In recent years, there were several attempts to extend the scope of classical, user
interface-oriented HCI research into areas covering factors beyond the user inter-
face, including affective or economic factors. Factors affecting user experience
when users interact with emerging (mostly wireless) technologies have been inves-
tigated, along with system usability characteristics for online services available
through the Internet.

The wide availability of online services created the phenomenon of e-commerce,
and users tend to be loyal to their favorite e-shops and e-services. However, the
mechanisms shaping user satisfaction in e-business contexts are still under investi-
gation.

HCI research, so far engaged primarily in the context of use studies, user interface
analysis, and design, now addresses also the issues beyond the user interface, like
design of Internet transactions, enhancing user trust, or developing positive attitudes
towards interactive services.

This chapter aims to expand the scope of current HCI research by offering a new
framework, describing economical aspects affecting users’ experience when they
interact with online services. This framework refers to the concept of value-oriented
design in an attempt to present HCI and interaction design as a part of business
design activity. Although this framework is certainly so far incomplete, it seems to
open up interesting perspectives on user experience design, when viewed as a part
of business interaction design in commercial online services.
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14.2 Quality of Interactive Systems

14.2.1 Quality and Usability of Interactive Product

Quality of software products (and in general, of all interactive systems) is covered
by several ISO standards. Figure 14.1 presents the relationship between the interac-
tive system quality perceived by the user, and selected quality characteristics from
specific ISO standards:

• ISO 9126-1 specifies basic quality characteristics of a software product, among
which functionality is critical for practical usefulness of the product

• ISO 9241 (Part 10 especially, and Parts 12–17) specifies ergonomic requirements
for user interfaces and user-system dialog design

• ISO 9241 (Part 11) provides guidance on usability resulting from productivity
(effectiveness), efficiency, and satisfaction, as experienced by the user in specific
context of use

Figure 14.1 shows that quality of interactive systems covers two areas: design
quality (technical and ergonomic), and quality in use; the latter seems to be more
important from the user’s viewpoint, because it is directly experienced by the user
in practical task execution.

However, when users have to recommend a particular product (software package,
e-service, or a website) to other users, recommendations are usually based not on
quality-in-use itself, but on perceived quality of a particular system. Hence, per-
ceived quality is added as an outcome of usability.

Perceived quality of the product follows from the actual satisfaction level derived
from product usability, individually and subjectively experienced by users after
using the product in an actual context. Regular usage of the product or service
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and experienced usability of the product in real tasks form a sufficient basis for
reliable user opinions about product functions and their willingness to use it again,
and/or eventually recommend it to others. The majority of criteria used for user- and
expert-based evaluations are covered by current ISO standards.

As presented in the central part of Figure 14.2, observed system productivity
is related to the sum of expended resources (the higher the ergonomic quality, the
lower the effort and workload), resulting in observed and experienced efficiency of
interactive systems in actual task contexts as specified in ISO 9241-11.

Even if efficiency observed in real settings is high, user satisfaction may remain
low when users are critical about the actual costs of using the system, or they
have doubts about service security and trust. Negative opinions probably will be
expressed to other consumers, possibly reducing the system attractiveness for other
users on the market.

As mentioned in the previous paragraph, user-perceived quality is often affected
in the real world by economic factors associated with the product, such as actual
costs of using the product or services, ease of integration with local business pro-
cesses or—especially in case of services—the subjectively perceived credibility1 of
a specific vendor.

As shown in Figure 14.1, economic factors are not directly covered by the scope
of ISO standards, but they form an important part of user evaluations (quality in use).
Nevertheless, in real settings users tend to rate attractiveness and usability of known
interactive products or services by relating obtained results to expended resources.
That means they tend to use an economic perspective, which can be briefly charac-
terized as assessing the efficiency of a product in real task settings, and relating it to
the efficiency of other similar products.

Also, the emotional attitude of users to a specific brand or vendor may affect
her/his choice when buying a product. How users behave when selecting a product,
and what decision mechanism drives this are interesting research issues in consumer
behaviour and related economic disciplines.

Especially in online services and shops, quality issues shaping vendor credibility
and other aspects of economic behavior of online customers obviously could not
be covered by ISO HCI and software engineering (SE) standards. Nevertheless,
in contemporary markets, understanding the way users perceive quality and value
of alternative services is now crucial for developing appealing and highly usable
systems for e-business.

In addition to ISO standards, design guidelines and style guides are used by
designers to comply with quality requirements, still based on the assumption that
quality of user interface affects strongly the perceived quality of an interactive
product.

1 Related to credibility and trust, transaction safety and security are also a concern. Due to
insufficient technical knowledge, however, user opinion is shaped by perceived rather than objec-
tive safety/security of a system in any technical sense.
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14.2.2 User Experience Design

The perspective on quality of interactive systems, represented in ISO standards, has
long been adequate for standard desktop and Web-based applications, used mostly
by professional users.

However, since many device-independent online services are available on the
Internet or from cell phone operators, the concept of interactive system quality—
based primarily on user interface characteristics—is no longer sufficient. Nowa-
days, when buying personal electronic devices, users make decisions only in part by
studying quality parameters (and technical data). Users’ choices are driven in a large
part by fashion, visual design, adaptability to changing contexts of use, and—last
but not least—by basic economic factors like item price, costs of ownership, or
subscription fees.

Recent changes in user behavior have also led vendors and designers to treat users
more as consumers and buyers—i.e., as economically independent decision-makers.

Users seem to base their buying decisions not only upon hard data about product
characteristics itself, but they seem primarily to consider how the product will fit
into their particular, intended context(s) of use.

A need for a broader view of interactive product quality and usability has
emerged gradually in the HCI community. As a result, the concept of new usability
(Thomas & Macredie 2002) became popular because consumer electronics became
a part of everyday life, and because marketing research started exploring users’ deci-
sions also in the area of interactive systems and services. New usability approaches
raised the need for user-based studies beyond the user interface, oriented on all
interactions and relationships between the user and context of use, where a partic-
ular product or service will be used at work, home, or travel, in a variety of tasks
including entertainment and education.

Because many users regularly change their electronic devices and upgrade the
configuration of their services, it was noted that they switch vendors motivated by
a systematic search for more cost-effective solutions—better offers, more attrac-
tive conditions, more satisfaction, and a more exciting experience when using the
product.

In the late 1990s, the design of interactive devices and online services evolved,
aiming to give users what they expected—not only functionality for a reasonable
price, but also interesting experience when interacting with webpages, online ser-
vices, or electronic devices. Not every add-on tried to improve product quality and
usability. Many aimed to address the emotional needs of users, and to deliver emo-
tionally involving interactions that could be experienced as something pleasant and
joyful.

The tem user experience in interactive product design has been extensively dis-
cussed in many papers, like Arhippainen (2003), Forlizzi and Ford (2000), and many
others, studying the affective aspects of user reactions when working with interac-
tive systems.

The work of Forlizzi and Battarbee (2004) pointed out an interesting issue
that sharing a common (and positive) experience by a group of users (called a



322 M. Sikorski

coexperience) is an important factor shaping team spirit and social interaction. In
contrast, when there is a lack of positive experience (for instance when experienc-
ing frustrating attempts to complete a task in a nonusable groupwork application),
it affects team cohesiveness and creates shared negative attitudes to the particular
system.

Despite numerous publications in this area, the concept of user experience still
remains vague, mostly because it has not been sufficiently operationalized in terms
of measurable variables and development techniques directly applicable by design-
ers of interactive products and HCI specialists. In the context of many other works
on the theory of user experience, the work of Hassenzahl (2002) seems espe-
cially constructive. He explored relationships between affective outcomes and the
quality attributes of interactive products in terms of two dimensions of product
quality:

• Pragmatic quality—task-oriented quality aspect, produced by using design ele-
ments provided primarily for efficient task completion

• Hedonistic quality—pleasure-oriented, produced by design elements provided
primarily for increasing pleasure, visual attractiveness and joy of interaction

According to Hassenzahl, the presence of both types of element is necessary for
building satisfying user experience and for shaping positive user attitudes towards
using the same product in the future. This statement seems to have important con-
sequences for the applications of the economic psychology of online markets. It
suggests that users in a competitive market would be more loyal to those interac-
tive products that provide not only high-quality related to task performance, but
also quality aspects that strongly address the sphere of emotional needs and create
positive user experiences.

Hassenzahl adopted an economic viewpoint on interaction design, initially sig-
naled by Pine and Gilmore (1998), who were interested in what experiences (not
goods) can be sold to customer in general, not excluding online services and dig-
ital content delivery. In online services, experienced interactivity and pleasure are
important factors, stimulating the users’ ongoing search for new innovative products
and solutions, and the vendors’ interest in satisfying new demands. It is obvious
that, for example in the entertainment industry, experience is the main factor that
attracts audiences to movies, but in online services, original design and unique user
experience are now important for differentiating the offer and building competitive
advantage.

So far, the user-centered design (UCD) approach is successful in applying an
iterative design procedure for capturing user requirements and expectations. This
now includes the emotional sphere and a pleasant interactive experience, in addition
to the quality and usability requirements discussed in the previous section.

In the context of e-business and commercial online services, positive user expe-
rience is important, especially when the user has many alternative choices. For this
reason, designing a positive user experience in online services has been also a matter
for HCI research.

Contemporary e-services, mostly available through the Internet, enable users to
perform activities that can be basically classified in five areas: to get informed,
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to buy, to sell, to entertain, and to communicate. These areas also provide the
main goal of the user, which drives him/her to access the website. In general, all
online services provide specific information content, aimed to attract customers,
and interaction, which facilitates access to the content and directly affects system
usability.

The content, website usability, and experienced emotions shape the user’s gen-
eral willingness towards using a specific service (or website) next time—as well as
affecting the user’s attitude towards the service vendor.

In most online services, the user’s attitude is affected by experiences gathered
from three independent channels:

• Electronic—impressions from interactions in the website of a service vendor (an
Internet bank, for instance)

• Voice—impressions from interactions with a call-center
• Live—impressions from interactions with in physical environment (like a branch

office of a bank)

In a commercial context, all components creating this multichannel experience
should be consistent. This means that messages and visual cues (colors, logos,
corporate styles, etc.) should be coordinated to create a reinforcing impression of
the vendor’s professionalism and competence. If delivered user experience is not
equally positive or inconsistent among available distribution channels, the user may
get confused, particularly with respect to the vendor’s credibility and profession-
alism. Because experienced discomforts may signal coming problems with service
quality, actual or potential customers may consider switching to another vendor, in
addition to sharing their negative opinion with other consumers.

In real settings, only a part of total user experience related to a specific service,
vendor, or brand, is formed by interactions on the website; important additional
components often come also from off-line sources, like the influence of advertise-
ments, paper correspondence, or opinions from other consumers.

Minocha, et al. (2003) developed the total customer experience model (TCE),
called e-service encounter. The model is presented in Figure 14.2, which describes
a typical customer interaction cycle in electronic services.

Fig. 14.2 Total customer experience (TCE) model (Minocha, et al. 2003)
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The TCE model describes subsequent steps in operating online services. First,
users start by looking for a particular product or service, then their expectations
are set depending on available alternatives. Next, they select a vendor and finally
perform a purchase on a website—or decide to place an order in off-line channels,
by phone or in a physical shop.

Not long after the transaction, users may interact again with the vendor’s website,
being uncertain about the status of their order. The order usually gets confirmed by
website, by e-mail or by human staff, or changes may be made to delivery conditions
or to the item specifications (for example if the specific color is temporarily not
available).

After the product has arrived, or a service has been consumed (such as a pre-
booked holiday trip), the post-purchase evaluation phase closes the TCE cycle. The
evaluation phase is very important because it predominantly shapes the user’s atti-
tude towards further interactions, aimed at future purchases of:

• The same service online, from the same website
• The same service online, from another website
• The same service, but from traditional (off-line) channel
• Another service from the same website, if the experience has been encouraging

so far

Alternatively, the decision could be made never to buy this service again, because
the whole experience with this particular online service was disappointing for some
reason.

The TCE cycle addresses important factors, beyond the scope of classical HCI
and usability studies, such as eliciting users’ emotional attitudes towards buying
online, or estimating the overall potential of the website for strengthening the ven-
dor’s image, credibility, and brand.

According to the TCE model, successful transactions should encourage users to
visit the website more frequently, even to check what’s new. Subsequently, regularly
repeated positive experience should result in increased user trust and confidence,
leading to more valuable transactions and to developing profitable relationships
between vendor and customer.

Sometimes, despite frustrating experience from using a website, a customer may
still be willing to remain loyal to the service vendor, if total experience from other
remaining channels of this vendor (like phone contacts or personal visits in a branch
office) is positive enough. Alternatively, if consumers find available off-line chan-
nels ineffective (for instance, long queues in the branch office), they may become
more interested in accessing the service via a website, if they find the actual online
experience encouraging enough.

Even if a particular website is not commercial, the TCE model applies because
creating positive user experience is essential for any service to make users return to
a site regularly and voluntarily.

While in typical online services, the website content is usually task-related—
representing task-oriented, pragmatic quality (Hassenzahl (2002)—adding interest-
ing visual elements is important in providing pleasurable interaction. This addresses
emotional factors and represents the pleasure-oriented, hedonistic part of quality.
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Therefore, for developing a successful e-service the following elements are
essential:

• Task-related elements—(e.g., content relevant to users’ interests) provide the
basic usefulness of the website or e-service

• Interaction elements—provide easy access to the resources and affect the website
usability

• Visual elements—provide entertainment and/or aesthetic impressions to make the
site attractive and pleasant

All three types of elements interact with user attention, providing specific user
experience and satisfaction level.

As in real life, there is no human satisfaction in interactive systems without the
feeling of confidence, safety, and security. These factors have not yet been covered
by the ISO standards, either (see Figure 14.1), however they form an important
part of contemporary design practice, especially in the e-business area. Trust and
confidence are essential for developing vendor-customer relationships and creating
strong brands in online services.

Recent research by Garnik (2006) on user-perceived credibility of vendors in
e-commerce in Poland showed that when consumers have to rate the attractiveness
of an e-commerce website for eventual purchase, they consider separately:

• Information content, which attracts visitors and delivers actual value, in eco-
nomic and other senses

• Usability and the user interface, which are important as task facilitators (creating
a suitable work environment and being a promise of quality and professionalism).
However they cannot attract customers by themselves if information content or
service performance are poorly valued by customers

User willingness to finalize transactions on a particular website is mostly moti-
vated by the services content (product description, price lists, delivery conditions,
etc), and in a minor part by the impact of usability and the interface (as elements
of task environment). However, an unsuitable task environment may cause dissat-
isfaction and prevent the user from completing the transaction, especially when the
content is also not strongly motivating for purchase (Keeney 1999).

It should be noted here that critical interaction factors shaping user behavior in
online services have rarely been included in HCI studies—they have rather been
a matter of interest for marketing research. Paradoxically, the available base of
marketing knowledge about online consumer behavioral patterns, and about how
consumers interact with specific services, have seldom been referenced in contem-
porary HCI research and design. Perception of service quality has been too often
limited to user interface quality and user experience assessment, neglecting impor-
tant economic factors driving users to accept the most cost-effective solution and to
look for long-lasting benefits for their problem domain.
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14.2.3 Value-oriented Design

When treating users of interactive systems as service consumers it is natural to
accept that they are looking for the most cost-effective solutions (in financial terms
and in terms of human effort), and that they are interested in obtaining long-lasting
benefits and value for their problem domain.

If value can be defined as a perceived benefit—increase or improvement observed
in some context—then user behavior when searching for a specific value is purely
economics-driven because users tend to get to the desired solution (reach the goal)
in the most cost-effective way, or by obtaining the most cost-effective solution.

This point of view raises an interesting question—not only how the system sup-
ports the user in solving operational problems (like buying a ticket), but also how
the content and interaction elements of the system support building beneficial rela-
tionships between the vendor and the customer and delivering business value for the
vendor, as well as also economic value for customer.

In an attempt to adapt the scope of HCI research to the economic reality of online
markets and online services, Cockton (2005) proposed an interesting development
framework for value-centered design, based on four activity layers:

• Opportunity identification
• Design
• Iteration
• Evaluation

Evaluation bridges the layers and closes the iteration loop. This framework
extends the classical iterative user-centered design (UCD) approach by adding val-
ues (value for customer) as design goals and by specifying design principles for
value-based design of interactive systems.

A novel element introduced in this framework is reformulation of the system goal
towards demands of contemporary markets: an interactive system should deliver
value for the customer (not only satisfaction for the user). Delivering value for the
customer can be provided only if:

• Positive user experience was provided for instance by applying UCD in the sys-
tem development

• User satisfaction was provided by complying with user requirements and usabil-
ity criteria described in ISO standards and design guidelines at both the user
interface and interaction design levels

The concept of value-centered design goes far beyond the user interface design of
interactive products, and applies directly to the design of interactive services, which
are often based on subscription and are subject to free choice of the consumer within
markets.
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14.3 Economical Aspects of User Experience

14.3.1 The User as an Economic Decision-Maker

Theoretically free choice for the consumer can, in practice, be strongly limited by:

• Availability of offers matching the needs, Willingness of the user to keep search-
ing or waiting for even more attractive offers, better than already available ones.

Based on psychological decision theory, consumer choices can be:

• Rational—based on careful evaluation and systematic gathering of any available
information from the market

• Irrational—inconsistent, unwise

• unplanned—impulsive, unconscious, accidental
• planned—conscious, purposeful (aimed for instance to attract others’ attention

or shock the audience)

The superficially obvious and attractive assumption that most of economic deci-
sions are rational was questioned by Simon (1957), a Nobel Prize laureate in eco-
nomics in 1975. His research showed that both decision-makers and consumers tend
to make decisions based on bounded rationality, leading then to find a solution that
is good enough within a realistic time limit. Many decision makers give up searching
for ultimately the best solution due to their inability to find and process all available
information, and—often more importantly—due to limited time resources. There-
fore, users tend to accept solutions close to the optimal (or at least acceptable),
stressing that the decision must be taken within the specific time limit assigned for
this task.

Although the concept of bounded rationality was developed in traditional,
industry-based economics, its impact can be observed today in many consumer
choices, referring also to interactive products. In every household, users have to
make decisions about choosing products or services within realistic time limits.
They primarily tend to exclude bad offers from the given set, while finding the best
alternative from the remaining ones is usually too difficult for conscious, analytic
processing.

Therefore, user choices when selecting an interactive product can often be based
only on a quick impression, a demo evaluation, or on a short assessment of price and
brand (as promises of quality) or others’ opinions (also from the consumers’ forum
on the Internet). Insufficient information needed to make relatively reliable choices
may be substituted by decision-making heuristics, based on short-term experience
of cognitive shortcuts, which is the subject of economical psychology research—for
instance, Gigegrenzer and Todd (1999).

As presumably rational decision-makers, most users assess competitive products
and services by estimating the value offered by each alternative. In their decisions,
consumers are expected to maximize the expected subjective utility (perceived
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value) of their choices, which is the basic assumption in consumer research studies
(Allingham 2002).

For an elementary attempt to include basic economic issues in HCI and usability
studies of interactive products, a very simple concept called customer-perceived
value (CPV) from marketing research (Afuah & Tucci 2001, Doyle 2000) can be
applied:

C PV = Perceived Quali ty

Perceived Cost

where:

• Perceived Quality is represented by a sum of perceived benefits from all (prag-
matic and hedonistic) quality attributes, including functionality, usability, plea-
sure in use, aesthetics, benefits, relationships, and other factors identified as
demanded by target users;

• Perceived Cost represents all (both measured and perceived) economic factors
associated with using the system, as well as workload, frustration, and reluctance
experienced by the user when using the system in real settings. Perceived lack of
trust or security can be classified as cost factors, because they increase the effort
needed for using the system, thus decreasing users’ comfort and confidence

• Customer-Perceived Value (CPV) is defined as the perceived attractiveness of a
particular service (website or product):

• perceived as a relationship between perceived quality and perceived cost, asso-
ciated with using particular system or service

• perceived as relative to other alternatives available on the market

Customer-perceived value in general is defined positively, presenting perceived
attractiveness and efficiency of particular interactive systems. Customer-perceived
value can also be measured on a relative scale when a product is compared against
competitors. An increase in customer-perceived value (for instance, after significant
usability improvements reducing the effort needed to use the service) should result
in increased customer satisfaction and more positive attitudes towards the online
service or product, its vendor, and brand.

A variety of approaches for measuring consumer-perceived value of traditional
services and products is available in the literature on marketing research and con-
sumer behavior (Doyle 2000; Hill & Alexander 1996). The methods may range from
simple quality management tools, like user surveys, perception mapping, bench-
marking or quality function deployment (Sikorski 2002; 2003), ending at advanced
statistical techniques for analyzing users’ attitudes and choices, like conjoined anal-
ysis or multidimensional scaling.

Further adoption of existing methods for measuring customer-perceived value is
recommended to extend current HCI research, or can be used by simple analogy
with traditional off-line services, but such approaches need validation with case
studies of real online services.
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Human behaviors are predominantly driven by economical factors, in real
life as well as in human-computer interaction. So far, however, it is clear that
users/customers look for value when interacting with online services. Therefore,
adopting a business perspective for designing their context of use seems natural,
because their interactions and decisions take place in economic environments.
Adding business context to interaction design for online services seems to be
inevitable for developing high-quality online services for today’s markets.

14.3.2 Relationship and Loyalty Development

In most interactive systems, users should be treated as service consumers. Thus,
their satisfaction is no longer provided entirely by system functionality and usabil-
ity, but also by long-lasting positive user experience. This experience should create
a reinforcing, positive attitude towards the service vendor, based on a feeling of
valuable, long-term relationships with the service vendor, in a big part maintained
by the use of an online interactive system (like a website or a cell phone, etc.).

In the 1990s, relationship marketing (Christopher, et al. 1991) emerged as
a new interesting approach, aiming to deliver innovative methods and tools for
developing customer loyalty in the service sector and in online markets. Rela-
tionship marketing focuses on several areas particularly interesting for the service
sector:

• Customer retention, especially in situations where customers have easy access to
information on alternative offers

• Customer satisfaction factors, in particular factors affecting customer loyalty
• Switch barriers, expressed in terms of an expected cost-benefits ratio for the user

willing to switch to other vendors
• Mechanisms for building mutually beneficial relationships with customers and

strengthening customers’ loyalty to brands and vendors

Relationship marketing has recently become an important stream in contempo-
rary business and economics, since Internet and online services have dramatically
changed the behavior of consumers and the ways in which companies communicate
with their markets.

Relationship marketing discovers how customer loyalty may increase in services,
ranging from initial scepticism to becoming the advocate of a particular brand or
vendor. Because it is now very easy to find alternative online vendors for any kind
of service, the problem of how to develop loyalty for online customers is an increas-
ingly important issue—and there is an important role for usability in improving the
customer-perceived value of online services.

In general, users tend to access online services or buy interactive products
because they expect that benefits will outweigh involved costs and efforts.

In a competitive market, providing at least acceptable usability is a precondition
for attracting customers to a particular website or service, and further for creating
business relationships with customers. In addition to valuable content, outstanding
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usability may also contribute to building the competitive advantage of a product
or service, by suitably addressing all structural elements of the brand, specified in
detail by Doley (2000).

In interactive services, which are often individualized and subscription-based,
more and more satisfaction and quality factors are located beyond the user interface.
They refer to issues like user experience, user emotions, and the value of long-term
relationships—as perceived by the users. Users remain loyal to the services and
relationships as long as they perceive delivered value as higher than that which
competitors offer.

Contemporary design of interactive services, oriented to building customer loy-
alty and long-lasting value for customers, should support the following transitions
of the website or online service:

interactions > transactions > relations > values

Providing consistently high usability, and systematically delivering positive user
experience, is essential. System usability is necessary for any e-service to appear
on the market, but is not sufficient to gain a solid competitive advantage. The
multi-layer model, presented in Figure 14.3 shows how companies can evolve their
websites and online services step-by-step, stimulated by market competition in the
e-business environment.

The development and evolution of online services are based on changing the
nature of competitive advantage across subsequent development stages of online
service (or websites): from basic functionality, across usability and user experi-
ence, to relationship and values, while a particular online service finally becomes
an important part of the user’s lifestyle.

As presented in Figure 14.3, in most online service systems functional qual-
ity and usability are fundamental for enabling the business, but for retaining a
loyal customer base an ongoing positive experience and valuable relationship
must be built upon the essential usability of an interactive system (service or
website).

Fig. 14.3 Development model of online services
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In e-services, creating positive user experience is an essential element in creating
a strong brand. Emotionally involving interaction also may help, but adding out-
standing innovation to product functionality and usability is often the turning point
in creating value-added products or services.

In the context of creating new interaction qualities between user and vendor,
innovation has the following features:

• Successful innovation brings delight and strong emotional involvement at the
user’s side

• Innovation enables distinctive differentiation from competitors’ offers
• Innovation gets quickly accepted by users because it usually provides

• Dramatically increased task support (excellent task efficiency)
• Exceptionally pleasant operation (unique experience and excellent hedonistic

quality)

On the other hand, successful innovation is quickly copied by competitors, grad-
ually becoming a standard feature at all similar websites (like shopping baskets or
interactive calculators). As a result, website/service designers have to be looking for
further innovations, which will surprise customers again, and will rebuild competi-
tive advantage against competitors2.

Table 14.1 describes development stages in sequence by referring to the features
of e-service and to observed user behaviors. Table 14.1 also presents the main fea-
tures of the business models offered by vendors at each stage of development of an
online service.

As a concrete example, Table 14.2 presents an example of typical development
scenarios for exemplary financial service offered online. In these scenarios, a partic-
ular role of customer relationship system (CRM) has been mentioned for enhancing
business interaction design (including the actual experiences of users versus expec-
tations) for online services development.

Further examples of companies offering online services, which illustrate devel-
opment stages of the model from Figure 14.3, can be recalled from business practice,
and can also be found in business directories.

In particular, these few are worth mentioning:

• Internet shops—to name the Amazon.com only, which:

• Usually started from a simple functionality—direct selling of books, CDs, etc.,
and by offering a wide variety of products with a very competitive price

• Further on, while product variety increased, it was necessary to keep focus
on usability and allow easy navigation for the users and smooth ordering and
payment processes

2 It should be noted here that—as in the case of physical products—it is relatively easy to copy
visual design of a website or online service, but it is hardly possible to copy the whole user experi-
ence, as this is the behavior of interaction elements that gives the user the feeling of working with
the real thing.
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• In addition to excellent usability, users were further delighted with the ability
to view sample chapters and suitability of suggestion tools (links like “Cus-
tomers who bought this item also bought. . . ”, “Similar books on this topic”,
or “What do customers ultimately buy after viewing this item?”)—all this
resulted in reducing shipping risk in a unique shopping experience, which
other online bookshops attempt to imitate

• Systematically positive experience of users results in more frequent visits
and building a strong brand, which has become a reference standard in
e-commerce

• Strong relationship with a loyal base of regular users result in many satisfied
customers buying books and media on Amazon only—they would be ready to
buy any other products or services available from Amazon

• Financial and insurance services—like www.fidelity.com and others who:

• Starting from a basic financial services, apart from business services, using
innovative design and marketing, they expanded the variety of services
for the family, including college loans, mortgages, insurances, and so on,
almost all available online directly or able to be simulated with online calcu-
lators

• Innovative communication methods and interactive marketing resulted in
building strong relationships with customers, who find offer flexibility, trusted
content, and service provider discretion very well matched to the current
lifestyle of a typical family

• All services are available online (Internet or phone), which also allowed the
vendor to reduce the amount of offices and operational costs while delivering
high value for customers at the same time

• Hospitality and travel services (like www.tripadvisor.com and others), which not
only sell tickets, but offer recommendations, advice, and support for travellers
who—before booking—look for trusted information delivered by other travelers
(rating of hotels, airlines, and other globetrotter services)

• Business services (like http://www.cbiz.com), which build their brand on trust,
reliability, and strong relations with their business users and subscribers. They
provide not only information, advice, and expertise, but also communication tools
available for community members

These examples suggest that for a business to be successful, a subsequent, step-
by-step upgrade of online service business is necessary. This gradual upgrade is
generally described by the development model presented in Figure 14.3. This model
seems to be generally applicable to all kinds of personal and business services, on
local and global markets, where (after providing basic services for the users) the
added-value online service is based on the vendor’s credibility, user’s comfort, and
developing strong relationships with customers.

Most value-added services, after some duration of customer loyalty and system-
atically increasing service usage, become a part of a customer’s lifestyle. Also, the
costs of changing vendors are relatively high for the user at upper levels of the
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model. However, detailed research based on case studies of representative compa-
nies is needed for a full validation and calibration of the proposed development
model.

14.3.3 Strategic Grid for Positioning e-Services

As mentioned in former sections, the attractiveness of an online service for the
users is the result of perceived content quality related to perceived costs. In cases
where economic aspects are not so significant, expended costs can be interpreted
as the total of user effort, dependent mostly on system usability and quality of user
interface.

Because users always look for the most efficient, the most cost-effective, and
the most comfortable or even the safest solutions, their choices will be driven by
consumer motivations and referring to preferences that are the subject of marketing
research.

It is an interesting research and practical issue to find out how online services
evolve in their lifecycle, from inception to disappearance from the market. Because
their success on the market is driven by the actual behaviors of their users, all
managers—not only in online services—would like to know which development
strategies to apply in order to follow customers’ needs, preferences, and lifestyle
trends.

The development model of online services presented in Figure 14.4 can be sup-
plemented by the proposal of strategic development grids for online services.

Because there are numerous factors driving consumer choices, it seems impos-
sible to identify all of them. Therefore, the proposed development grid is two-
dimensional only, referring to two main components of satisfaction of the online

„Leader”

ContentLow High

Low

Usability

High

B

D

CE

F

„Teflon”

„Follower”„Loser”

A

Fig. 14.4 Strategic grid for positioning e-services—controlled transitions leading to the develop-
ment of online services
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customer—quality of content and quality of interaction3. If these two main dimen-
sions are considered (that means service content and usability), any website for
online services can be positioned as a point in the area map shown in Figure 14.3.

The grid specifies four areas that depict the characteristic market positions of
online vendors and online service providers.

The map can be used not only for comparing position of alternative services, but
also for describing their features and for initial preparation of development strategies
for particular services or websites.

According to the grid, four position areas for online service vendors can be spec-
ified with relevant development strategies:

• Leader—high value of content and high value of usability result in many satis-
fied, regular, and loyal customers:

• development strategy—protect leading position on the market by preserving
quality of content and excellent usability (Track A in Figure 14.4)

• Follower—high value of content and at the same time poor value of usability
result in a small group of devoted users who keep visiting the website, ignoring
evident usability deficiencies. However, users may switch to another service if
similar content is available with lower effort:

• development strategy—maintain the market niche, follow the leader, improve
usability first, then expand the contents to attack the leader position (Track B)

• Teflon—low value of content, acceptable or even high usability; users have no
difficulty in operating the website and accessing the content, but the content itself
is low-valued because it is not relevant, incorrect, unprofessional or just boring;
no particular user group sticks to this website/service, which behaves like a teflon
covered pan:

• development strategy—improve the content quality, add killer application,
prepare program for building the market and developing relationships with
users; after improvements attacking the position of follower (Track C), or even
leader is possible (Track D)

• Loser—poor value of content, poor usability; users only visit by accident, get
disappointed, and quit to look for alternative vendors with more attractive and
more accessible offers:

• development strategy—without radical rebuilding of both the content and
usability, no further presence on the market will be possible (Tracks E and F)

Development in these two crucial dimensions—service content and usability
must be coordinated in a smooth manner, because both factors affect customer-
perceived quality of the service or website, and contribute to its position on the
market.

3 After neglecting the third, very important dimension—economic factors—already mentioned
earlier.
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Fig. 14.5 Strategic grid for positioning e-services. Uncontrolled transitions leading to the decline
of online service

Table 14.3 presents typical transitions that may change the current positioning of
online services. This outline is based on generalized experiences of several compa-
nies known to the author.

In Table 14.3, two types of transition strategies have been specified:

• Controlled transitions (positive) that were planned and consciously executed as
a transition strategy by company management. These transition strategies aim to
strengthen the market position of a particular online service and they are per-
formed under the control of the online service owner in reaction to (current or
forecasted) specific situations or trends on the market

• Uncontrolled transitions (negative) are the events or trends taking place out-
side the company. They result from lost control of the market situation, various
management errors, and negligence4 in development and maintenance of online
service or competitors’ actions, changes in user lifestyles → signal of loosing
control and worsening the current positions

Uncontrolled transitions from Table 14.3 that are negative for online business
development, are shown in Figure 14.5, where their contribution to business decline
is more visible.

14.4 Implications for HCI

The introduction of value-oriented research into HCI practice can broaden the new
usability in recent HCI research to bring an important extension to usability research
and practice.

4 In particular, forgetting that to survive on the market, each online service should gradually
upgrade following subsequent stages of the development model presented in Figure 14.2.
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Fig. 14.6 Prospective evolution in HCI design practice

Figure 14.6 outlines the consequences of the concept presented in this chapter
and prospective evolution in future HCI design practice.

Extending the scope of current HCI research towards value-oriented HCI might
add some new insights:

• Combining HCI methodology with consumer research, which also uses many
user-based methods originating from experimental psychology

• Merging with existing experiences and approaches from services management
and services marketing, where value-based research has longer tradition than in
HCI

• Linking to supply chain concepts, the perspective of information logistics, where
systems serve as a platform for delivering business value

Available implementations of advanced online services and the vision presented in
this chapter suggest a new research agenda for value-driven HCI, for instance:

• Measuring value for the customer in interactive systems/services
• Analyzing relationships among user interface design, perceived user experience

and economic factors
• Optimizing factors creating perceived total costs of ownership (TCO) in different

branches of interactive services/
• Contribution of HCI and user experience design to relationship marketing and to

brand positioning in interactive services

Most contemporary interactive systems deliver services and benefits that users
agree to pay for, because they are found more attractive than substitutes from
competitors. More and more online services are now content-rich and device-
independent. They are often configurable for personal needs, and subscription-
based—and both factors reinforce developing a strong relationship between a ven-
dor and a customer.

In modern service systems, the user/customer becomes not only a part (and sub-
ject) of a service process, but also part of a value chain, intended to generate benefits
for all involved stakeholders.

Identifying the new role of interaction elements in the design of e-service sys-
tems is another opportunity for expanding HCI research—together with developing
guidelines for designing economically extended user interfaces, enabling communi-
cation with intangible elements of the specific brand.
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14.5 Conclusions

By offering tools and techniques for designing a better user experience in modern
business systems, HCI does undoubtedly contribute to building strong brands for
interactive products, websites, and online services. Therefore, it seems reasonable
to expand the workbench of HCI research towards investigating the economic back-
grounds of user behavior.

This chapter argues that by analogy to physical products (like cars or electronics)
or services (personal or professional), it is feasible to develop approaches for cre-
ating strong brands for interactive products based on outstanding user experience,
consumer trust, and recommendations. These approaches have to be developed on
the crossroads of HCI and economics, because online consumers perform their tasks
using digital content delivered by interactive systems, but their motivations and
behaviors are economically-based.

In the future, a new extension of the current HCI, related to what was roughly
named in this paper as the economics of user experience, should become an inter-
esting and prospective field of analyzing user behaviors and attitudes towards inter-
active systems, brands, and vendors in online services. The initial toolbox of value-
oriented HCI may be adopted in part from marketing research, quality management,
and consumer behavior studies. However, the vision outlined in this chapter must be
validated with a number of detailed case studies deeply embedded in the economic
context of interactive systems.
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Chapter 15
The Future of Usability Evaluation:
Increasing Impact on Value

Stephanie Rosenbaum

Tec-Ed, Inc., USA, e-mail: stephanie@teced.com

Abstract What does the future of usability evaluation hold? To gain insights for
the future, this chapter first surveys past and current usability practices, including
laboratory usability testing, heuristic evaluation, methods with roots in anthropol-
ogy (such as contextual inquiry and ethnographic research), rapid iterative testing,
benchmarking with large population samples, and multiple-method usability pro-
grams. Such consideration has several benefits, because both individual usability
practitioners and organizations have attained different levels of usability sophisti-
cation and maturity. Usability evaluation methods long employed by major corpo-
rations may still be in the future for smaller or younger organizations. The chapter
begins by discussing 20th-century usability evaluation, continues with an overview
of usability evaluation today, and concludes with a discussion of what to expect
in usability evaluation over the next years. For each period in the history—and
future—of usability evaluation, the chapter addresses how its impact on software
value is increasing.

15.1 Introduction

In the United States, what we now consider usability practice has its roots in several
disciplines: human factors, cognitive psychology, anthropology, computer science,
and technical communication. When I founded my consulting firm, Tec-Ed, in 1967,
usability was not yet a separate domain. We took part in the conception and birth of
the usability profession, and matured with the field. Throughout this chapter, I have
used Tec-Ed as an exemplar. It is one company’s perspective, but I can best tell the
story of the evolution and future of usability in the context of our own history and
experiences.

This chapter, therefore, presents a practitioner’s viewpoint, although informed
by decades of working closely with faculty and researchers in academia. My col-
leagues and I perform usability evaluations (and other user research) that are tied to
industry requirements—the timelines are faster than in academic research, and the
methodology is adapted to shorter-term objectives and results.

To gain insights for the future of usability evaluation, we must first look at past
events that led to usability research and practice today. Then we can consider what

344 E. Law et al. (eds.), Maturing Usability.
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the future holds for the usability and HCI communities, and how usability will con-
tinue to increase the value of software in systems in the real world.

Another reason to consider past and current practices as we envision the future of
usability is the different levels of maturity among organizations today. Universities,
major corporations, and sophisticated consultancies often pioneer new approaches
to usability. However, a usability evaluation method that IBM developed in 1995
may be highly effective for a small consumer electronics company in 2010. This
chapter concludes by discussing what the future of usability and its impact on
software value mean to practitioners from diverse organizations in a software and
systems environment that is itself rapidly evolving.

15.2 20th Century Usability Evaluation

The evolution of usability evaluation methods followed the evolution of software
design methods during the last quarter of the 20th century. Much early software
engineering followed a now-traditional waterfall model to organize the software
design and development process into a series of steps (Royce, 1970):

• System feasibility and validation
• Software plans, requirements, and validation
• Product design and verification
• Detailed design and verification
• Code and unit test
• Integration and product verification
• Implementation and system test
• Operation, maintenance, and revalidation

Software engineering models like the waterfall model helped introduce structure
to often-informal programming efforts. They included some feedback loops and
considered lifecycle issues such as maintenance. However, they called for detailed
documentation in the early phases, not always practical in an industry environment.
More important, they often created a design-to-spec mentality, without encouraging
consultation with users.

Such models did not help designers anticipate user reactions because those reac-
tions grew out of the user’s context and immediate goals. User behavior results from
the interactions of two complex systems—the user’s brain and the software. Rigid
software engineering models could not anticipate emergent, empirically discovered
scenarios of use.

In the 1970s and early 1980s, Tec-Ed—founded as a technical communication
consultancy—performed product verification while creating user documentation,
help systems, and other user-support materials for software. Usability evaluation
was an almost unrecognized byproduct of user documentation.

For example, one of the earliest small business accounting software applications
was written for the Atari 800 microcomputer in 1981 by two programming teams.
When documenting the software behavior in the user manual, we were the first to
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observe that half the commands took effect as soon as the user typed the command,
while the other half required the user to type the commands and then press the
Return (Enter) key, depending on which team had programmed the command. The
result was that users had to focus on how the program worked—either remember
each command’s behavior or notice consciously whether another key-press was
required—rather than thinking about their accounting tasks.

Such discoveries were so common that, by the mid-1980s, Tec-Ed’s proposals
to create user documentation included not only the steps to write the help system
or user manual, but also specific verification and feedback tasks. Often the most
dramatic feedback was a clear description of the actual system behavior; the product
manager reading our draft would cry, “It can’t possibly work that way!”

The practice of iterative design and testing was slow to gain acceptance. John
Gould and Clayton Lewis presented a seminal paper on “Designing for Usability”
at the first Conference on Human Factors in Computing Systems held in 1983 by
ACM SIGCHI (Special Interest Group on Computer Human Interface), followed by
a 1985 article in Communications of the ACM, recommending three principles of
design:

• Early Focus on Users and Tasks—First, designers must understand who the
users will be. This understanding is arrived at in part by directly studying their
cognitive, behavioral, anthropometric, and attitudinal characteristics, and in part
by studying the nature of the work expected to be accomplished.

• Empirical Measurement—Second, early in the development process, intended
users should actually use simulations and prototypes to carry out real work, and
their performance and reactions should be observed, recorded, and analyzed.

• Iterative Design—Third, when problems are found in user testing, as they will
be, they must be fixed. This means design must be iterative. There must be a
cycle of design, test and measure, and redesign, repeated as often as necessary
(Gould & Lewis 1985).

Gould and Lewis said that they began recommending these principles in the
1970s, but “they are not usually employed in system design.” The 1985 article is
timeless and deserves to be required reading for software developers today. Gould
and Lewis’ excellent advice is still not consistently followed, yet complex software
systems increase the importance of iterative design. Correcting one problem may
cause others to occur, or make visible previously unrecognized problems.

In 1988, Mantei and Teorey published an expanded waterfall model (Mantei &
Teorey 1988) that integrated usability tasks into the software development life cycle:

• Market analysis
• Feasibility study
• Requirements definition
• Product acceptance analysis
• Task analysis
• Global design
• Prototype construction
• User testing and evaluation
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• System implementation
• Product testing
• User testing
• Update and maintenance
• Product survey

When Tec-Ed began offering usability services in the mid-1980s, most usability
evaluations consisted of formal usability testing, typically conducted only once, late
in the product development cycle. Most usability practitioners in industry were PhDs
in human factors or psychology, working in corporate human factors departments in
companies such as IBM and Hewlett-Packard. Practitioners needed the credibility
of formal experimental methods.

Starting in the late 1980s, technical communication programs in universities
became the training ground for United States practitioners. The first special issue of
a journal devoted to “the value and methods of usability evaluation” was the Decem-
ber 1989 issue of the IEEE Transactions on Professional Communication, guest-
edited by Judith Ramey of the University of Washington. It included a 169-item
bibliography on usability evaluation and testing, with references going back to 1981.

Revisiting this journal’s special issue more than 15 years later, it is impres-
sive how many topics are still current and challenging to usability practitioners. In
my own article comparing expert evaluation and usability testing, I discussed who
should define usability standards, how to justify usability testing, and the importance
of rigor—all questions I was asked at a usability conference in 2006!

15.2.1 Methodology in the 1980s

Most of the usability evaluations performed in the 1980s (in industry settings in the
United States) were formal usability tests. The research team typically consisted of
two practitioners—the test facilitator and the observer/notetaker—and the average
project took six to eight weeks to complete.

In many cases, the software development or engineering teams had no previ-
ous exposure to usability evaluation, so project descriptions needed to be detailed
introductions to the methodology, working procedure, and deliverables. Even then,
few except the usability practitioners could envision the project deliverables before
receiving them for review.

From my own experience at Tec-Ed, I can provide an example of the way projects
were defined in the late 1980s; similar approaches continued to be used for labora-
tory usability testing through the mid-1990s. The following case history is excerpted
and somewhat revised from an actual project description, with fictional names sub-
stituted for the real ones).

Background and Study Objectives. Connex was a new messaging service to be offered
by PageCo. The service used a device developed by Motorola, and offered a variety of
ways to send and receive messages, including telephone keypads, voice recognition, and
Windows-based PC software.
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During product development, PageCo held focus groups with prospective users and
conducted tests with mock-ups of the devices. However, in early development it was not
possible to test the entire service. When PageCo neared a commercial release of the service,
they decided to conduct human factors studies of the usability of the entire service, which
was more complex than most paging systems then in use.

In particular, PageCo wanted to explore the process users would go through to interact
with Connex, users’ experience with the voice response system, and the usability of the
PC software. PageCo was concerned with making the process of sending messages and
receiving replies as simple as possible.

Although it was not possible to incorporate all the results of this human factors work
in the product version entering beta testing, PageCo planned to release another version
the following summer. Usability recommendations not feasible for the forthcoming release
could be implemented for the summer release.

Some of the issues we wanted to investigate included:

• How easily and successfully can users originate messages using a telephone (either
keypad or voicemail)?

• How easily can users figure out how to send messages using the PC software? What
problems do they encounter?

• How easily can users receive responses from the device? How easy is it for users to
distinguish and understand the different responses?

• How many of the software features can users operate successfully without training
(over 75% of PC users simply experiment with new software, rather than use the
training, documentation, or help systems)?

To explore the above questions, Tec-Ed proposed to conduct a laboratory-based usability
test of Connex with people who represented the major target audiences for the service.

Usability Test Methodology. In a laboratory usability test, individual participants with
characteristics similar to the target audiences use a product to perform a series of representa-
tive tasks in a controlled situation, observed by usability specialists. The tasks are selected
to be as similar as possible to those that users perform in their normal work situations.
However, in a usability test, all participants perform exactly the same tasks, so we can make
valid comparisons about their performance and behavior.

Usability tests collect both performance data and preference data. For the performance
data collection, we observed and measured how easily and how successfully the test partic-
ipants performed each of the test tasks. We collected qualitative information by recording
participants’ behavior and comments during the test sessions, as they used think-aloud
protocol while performing activities. This technique, called protocol analysis, originated
at Carnegie-Mellon University and provides insight into the reasons for users’ behavior
and their performance problems. We also collected quantitative data, such as number and
severity of errors.

For the preference data collection, we administered Likert-scale questionnaires after
each task that collected quantitative information about participants’ opinions of Connex’s
ease of use. We noted the preferences participants expressed as they thought out loud. At
the end of each session, we asked both Likert-scale and open-ended questions in a final
questionnaire and debriefing interview.

During the test design at the beginning of the project, Tec-Ed and PageCo worked
together to define the specific issues for testing and appropriate test tasks for exploring those
issues. We considered what necessary training or user information the participants would
need. However, as far as possible, we defined an out-of-box study (in which participants are
not required to consult training or documentation), because this approach reflects the way
most people behave in their normal usage contexts.

Tec-Ed provided a team of two usability specialists to conduct and observe the test
sessions. The test administrator guided participants through the activities and observed their
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behavior. The observer took detailed notes of the participants’ behavior and responses, and
began compiling the data as the sessions proceeded.

Once the test sessions were complete, Tec-Ed analyzed the collected data, and per-
formed statistical analysis of the data. We categorized the kinds of problems the participants
encountered, and made suggestions for how to improve the user interface to minimize these
problems.

We provided two kinds of reporting: a written summary report of the study results, and a
management presentation and results discussion. We also proposed options for preparing a
detailed, in-depth study results report and/or a highlights videotape compiled from the data
collection videotapes of the participants’ test sessions.

Study Participants. We identified three primary user audiences for Connex whose behav-
ior was important to study during the usability test. These groups were current users of
numeric paging systems, current users of alphanumeric paging systems, and people who
were not currently using paging systems at all, but were considering becoming users. Each
of these audience groups had different skills, prior experiences, and expectations for the
product.

We proposed options for conducting the usability testing with 12 and 18 participants.
Test sessions with 12 participants (one at a time) would enable us to identify problems,
behavior, and opinions likely to occur in large fractions of the target audience. To differ-
entiate among the three audience groups in our results, we recommended using 18 par-
ticipants, plus two pilot-test participants. We screened, selected, and scheduled partici-
pants who lived or worked within an hour’s drive from the selected location for the test
sessions.

Deliverables from Tec-Ed and Support Needed from PageCo. The usability test of Con-
nex included the following deliverables:

• A full-day working session with PageCo to agree on specific test objectives, task
sequences, and participant characteristics. During this session, Tec-Ed also gained
hands-on experience with the device and with the PC software.

• A Test Design reflecting the decisions made during the working session, including a
participant selection script for screening participants.

• A draft of the Test Materials to be used during the test sessions. These materials
consisted of the administrator’s script, background questionnaire, post-task and post-
test questionnaires, short task description handouts (if required), and observer note-
taking and tabulation forms.

• A dry-run of the usability test at Tec-Ed, using an internal Tec-Ed participant.

• Two pilot tests of the usability test at the agreed-upon location.

• Revisions to the Test Materials based on PageCo feedback and the results of the
dry-run and pilot tests.

• 18 usability test sessions up to 2 hours long, conducted at the agreed-upon location.

• A written summary report of the study findings, conclusions, and recommendations,
including data analysis by Tec-Ed’s statistician.

• A results presentation meeting at PageCo.

• (Optional) A detailed final study report (30 to 40 pages). This report included
a comprehensive record of all the project activities, as well as extensive quo-
tations from the participants. It provided longer-term educational and archival
benefits, and is valuable as guidance for an ongoing usability improvement
process.

• (Optional) A 30-minute highlights videotape compiled from the videotapes of the
participants’ test sessions. The highlights videotape is a communication tool for
data, not a broadcast-quality tape. The audio consists of participant and administrator
comments during the sessions, without voiceover narration.
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To complete these deliverables, Tec-Ed needed the following support from PageCo:

• A designated PageCo project manager for both project scope decisions and technical
questions.

• Participation by key PageCo developers and marketing staff in the working session.

• Product specifications, any existing documentation or training materials, and screen
printouts of the PC software immediately after project approval, so that Tec-Ed could
begin planning the test tasks.

• Functional beta hardware and software for Connex as early as possible in the project,
and no later than the working session. Although some product features did not func-
tion without the service coverage, Tec-Ed needed to be able to examine the hardware
and software user interfaces in detail to develop the test tasks.

• Timely reviews of the test design and materials according to a schedule agreed upon
between the Tec-Ed and PageCo project managers.

Working Procedure. The following working procedure describes the activities Tec-Ed and
PageCo performed to carry out the Connex usability testing project. The procedure is in
working weeks; Tec-Ed’s project manager submitted a schedule with exact dates after the
project was approved.

1. PageCo approves the project, selecting the number of participants to be
tested. Tec-Ed receives specifications, documentation, and screen
printouts.

Week 1

2. PageCo and Tec-Ed meet in a working session to identify and prioritize
test objectives, participant characteristics, and other test design issues.
Tec-Ed receives current hardware and software.

Week 2

3. Tec-Ed prepares the test design, describing in detail the test methodology,
tasks, facilities, and software requirements.

Week 2

4. PageCo receives and reviews the test design and participant recruiting
script.

Week 2

5. PageCo and Tec-Ed meet to discuss the test design, agree on any
changes, and finalize the details of the participant tasks.

Week 3

6. Tec-Ed receives lists of participant candidates from PageCo. Week 3
7. Tec-Ed prepares the draft of the Test Materials, and begins participant

screening and recruiting.
Week 3

8. PageCo and Tec-Ed discuss the Test Materials and agree on any changes. Week 4
9. Tec-Ed revises the Test Materials as agreed. Week 4

10. Tec-Ed conducts pilot testing with two participants at the agreed-upon
location, and revises the Test Materials to reflect the pilot test results. A
PageCo technical staff member familiar with the hardware and software
should be available during the pilot testing.

Week 5

11. Tec-Ed conducts test sessions with up to 18 participants. A PageCo
technical staff member familiar with the hardware and software should be
available during all test sessions.

Week 5

12. PageCo receives the written summary report, including tables of
supporting data and the statistical analysis.

Week 7

13. Tec-Ed delivers a management presentation of the usability results. Week 7

This example is a fairly straightforward project description. Many communica-
tions to software development groups require even more details—and more rhetor-
ical explanations and justification—about the benefits of usability testing, the kinds
of data we plan to collect, and the rigor needed for participant recruiting and
screening.
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15.2.2 Methodology in the 1990s

In the 1990s, usability evaluation had evolved from an uncommon activity con-
ducted in just a few innovative companies to a well-accepted practice in soft-
ware design and development. The first books describing the details of usabil-
ity methods were published, such as the seminal—and still valuable—A Prac-
tical Guide to Usability Testing (Dumas & Redish 1993; 1999), which intro-
duced many new usability practitioners to techniques such as the think-aloud
protocol.

Once companies conducted usability testing regularly, corporate usability prac-
titioners were able to use the deliverables—test designs, session materials, and
reports—from previous projects to illustrate their proposed activities to product
teams. Organizations building usability groups also began creating standard formats
or templates for reporting and disseminating usability test findings. Consultants, to
avoid showing proprietary information to other clients, sometimes produced anony-
mous sample deliverables to set expectations, even when product and audience
diversity made formal templates inappropriate.

During this period, usability evaluation methodology became both more refined
and more diverse. Most influential were Robert Virzi’s in-depth explorations of sam-
ple size (Virzi 1992) and Jakob Nielsen’s discount usability engineering (Nielsen
1993).

Virzi established a research basis for deciding how many participants would pro-
duce reliable data from usability testing. Practitioners could feel confident when
testing four to six people per cell, or audience group, as long as the objective was
to identify usability problems rather than to conduct a formal comparison between
participant groups.

Discount usability engineering involved simplifying the methodology of formal
usability testing in several ways:

• Creating and testing scenario-based prototypes, limited in features and function-
ality, often paper-based

• Collecting and analyzing think-aloud data from researchers’ notes, rather than
analyzing videotaped data

• Conducting iterative testing of a few participants, repeated after each design
modification

When Nielsen introduced discount usability engineering, resistance was strong
in the human factors community, especially in academia. An ACM CHI ‘95 panel
addressed “Discount or Disservice? Discount Usability Analysis—Evaluation at a
Bargain Price or Simply Damaged Merchandise?” (Gray, et al. 1995).

Many were concerned about the validity of discount usability evaluation tech-
niques; for example, Gray and Salzman wrote a critique of published research,
pointing out many flaws of experimental design (Gray & Salzman 1998). Neverthe-
less, discount techniques gained acceptance—especially in commercial settings—
for good reasons. Simpler usability evaluation methods facilitated iterative software
design, which was becoming more widespread.
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The explosive growth of the Internet in the 1990s supported both iterative design
and iterative usability evaluation. The ease of new Web releases contrasted dramat-
ically with the length of the traditional software development cycle. Only stream-
lined usability evaluation techniques could fit the development schedules for Web
releases.

However, this acceleration of the software development process also com-
plicated usability data collection—a challenge usability practitioners still face.
Frequent release cycles increase the importance of quality note-taking during
usability research, to produce a wealth of accessible data ready to organize and
analyze.

In the 1990s, practitioners were struggling to apply time-consuming experimen-
tal methods, and often losing the opportunity to conduct evaluations because of
schedule constraints. Today, enhancements of the methods introduced by Nielsen
and others are widely used throughout usability evaluation practice.

15.2.3 The Role of Heuristic Evaluation

Another usability evaluation method that gained wide use in the 1990s was heuris-
tic evaluation, or expert evaluation based on rules or guidelines. Nielsen included
heuristic evaluation in discount usability engineering by creating just ten rules,
based on broader heuristics than the hundreds of previously published usability
guidelines. His research indicated that independent heuristic evaluations by two
or more people identified a majority of the usability problems in a software prod-
uct, with the problem-identification percentage increasing as evaluators were added
(Nielsen & Landauer 1993).

Heuristic evaluation is appropriate for compressed software development sched-
ules, because the method requires less preparation than usability testing—no
detailed scripting or time-consuming participant scheduling. If the development
team is open to new ideas, heuristic evaluation can be a good investment of usability
resources.

My 1989 IEEE Transactions on Professional Communication article (Rosen-
baum 1989) discussed when to conduct heuristic evaluation versus usability
testing—strategies that are still appropriate now. Heuristic evaluation enables
usability practitioners to provide quick feedback to software developers, but—like
any method lacking primary data—risks being dismissed as just the opinion of the
usability practitioner.

Heuristic evaluation also increases the value of usability testing. By identifying
immediate usability problems, heuristic evaluation harvests the low-hanging fruit
and provides a focus for later usability testing. Without prior heuristic evaluation,
usability practitioners frequently see test participants spend session time struggling
with an obvious usability problem. Meanwhile, other equally important problems
are masked by the first one and remain undiscovered.

The major drawback of heuristic evaluation is that evaluators, regardless of their
skill and experience, remain surrogate users (expert evaluators who emulate users)
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and not necessarily typical users of the product. Heuristic evaluation rarely emulates
all the key audience groups, nor does it necessarily indicate which problems users
will encounter most frequently.

15.2.4 Out of the Lab and into the Field

In the 1990s, usability practitioners began turning for guidance to another field—
anthropology. In fact, the techniques of anthropology had been used in product
development for decades, but rarely were incorporated into usability evaluation pro-
grams in industry.

Eleanor Wynn and Lucy Suchman each conducted pathbreaking research at
Xerox’s Palo Alto Research Center (PARC) during the 1970s, as graduate students
in anthropology at the University of California at Berkeley. Wynn’s doctoral thesis,
Office Conversation as an Information Medium (Wynn 1979), was widely read dur-
ing the early 1980s when system developers, especially in Europe, were searching
for ways of studying the workplace that would support a labor-oriented approach.
Suchman spent 20 years as a researcher at PARC, founding its Work Practice and
Technology area and publishing papers applying anthropology to technology (Such-
man 1983; 1996).

Usability methods that emerged from anthropology include ethnography, partic-
ipatory design, and contextual inquiry. Ethnography is the description of cultures,
maintaining the perspective of those inside the culture being described—thus it can
help system designers and software engineers understand unfamiliar audiences.

In 1990, Judith Ramey adapted the ethnographic stream-of-behavior chronicle
to serve as a tool for task analysis in designing a medical user interface (Ramey
and Robinson 1991). A stream-of-behavior chronicle records and describes, with-
out judging, every action or statement from a member of the culture being studied
(rather than saying, “she rejected the basket,” you would record “she threw the bas-
ket over her shoulder”). This method helped Ramey observe and record the behavior
of radiologists without influence from others’ prior analysis.

Participatory design originated in Scandinavia. As early as 1977, Scandinavian
research claimed that users should participate in system design to improve the
knowledge on which systems are built, help users to develop realistic expecta-
tions, and increase workplace democracy (Bjerknes, Ehn, & Kyng 1987; Bjorn-
Andersen & Hedberg 1977).

Participatory design theories gained acceptance in the United States in the 1980s,
and led to the PICTIVE technique developed by Michael Muller at Bellcore (Muller
1991), as well as the CARD (Muller 1996; Tudor, Muller, & Dayton 1993) and
PANDA (Muller 1995) techniques that followed it. In these methods, a team of
people who represent the stakeholders—users, designers, and developers—work
together with a facilitator to create products or website designs. Users play a central
role, telling about their environments and tasks. Participatory design employs simple
tools like index cards, sticky notes, felt pens, scissors, and tape, leveling required
skills so that no participant feels intimidated by unfamiliar technology.
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Contextual inquiry is a field research method initially developed by the Software
Human Factors group at Digital Equipment Corporation (Holtzblatt & Jones 1993).
In a contextual inquiry, an experienced interviewer observes users in the context of
their actual work situation, performing their usual job tasks (not tasks designed for
the study). Contextual inquiry is based on the following three principles (Raven &
Flanders 1996):

1. Data gathering must take place in the context of the users’ work
2. The data gatherer and the user form a partnership to explore issues together
3. The inquiry is based on a focus—that is, based on a clearly defined set of con-

cerns, rather than a list of specific questions (as in a survey)

Conducting a contextual inquiry normally involves a team of at least two, an
inquirer and one or more note-taker/observers. Originally, the inquirer was a human
factors specialist and the observers were software developers. The inquirer and the
participant are equals—each is an expert in his or her own work. After the visits, the
inquiry team reviews their notes and analyzes the information to find patterns.

Contextual inquiries yield rich data from seeing users in their real work context,
and thus can identify issues not previously recognized. They avoid the possibility of
misleading results from placing users in artificial situations. However, a thorough
application of the methodology is resource-intensive and time-consuming. Several
of the pioneers in contextual inquiry went on to build a structured contextual design
process (Beyer & Holtzblatt 1998) that employs contextual inquiry, work modeling
techniques, and other activities to improve work practice in design.

Ethnographic interviews (Wood 1996) use some of the techniques of anthropol-
ogy to collect more specific and concrete information from participants than nor-
mally takes place in traditional journalistic interviews. By interviewing people in
their own work environments, even when circumstances do not permit a full con-
textual inquiry, researchers can examine the users’ workplaces and study artifacts
associated with their work processes (such as notes, memos, and printouts).

As with usability testing, early applications of anthropology in usability research
were in-depth qualitative investigations, conducted mostly within large organiza-
tions that could invest in research for long-term product design improvements. An
indication that field research was becoming more widespread was the publication of
Field Methods Casebook for Software Design (Wixon & Ramey 1996), a collection
of essays contributed by members of a CHI ‘95 workshop on field techniques. This
book—still a valuable guide for practitioners—provided numerous case studies, as
well as detailed framework discussions on ethnography, participatory design, and
contextual design.

15.2.5 Case History of Field Research

From my own experience at Tec-Ed, here is the case history of a contextual inquiry
that illustrates how field research was conducted in the 1990s (Anschuetz, Hinderer,
& Rohn 1998).
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Sun Microsystems, a major manufacturer of computer hardware and software, wanted to
explore how well the main component of its enterprise-wide call management system sup-
ported its employee users. The component, a service order tool, was used daily by hundreds
of Sun employees around the world for customer service and field service tasks.

To identify users’ major concerns about the tool, we conducted 24 contextual inquiry
sessions at seven sites in the United States, United Kingdom, France, and Germany. An
international field study was expensive and time-consuming, and we considered various
kinds of remote data collection as alternatives; however, an overwhelming number of con-
siderations favored in-person observation:

• Importance of the tool—the service order tool played an important role in the com-
pany’s effort to integrate worldwide staff, skills, and expertise. Once entered into the
tool, service orders could be accessed by users anywhere. For example, at the time
of the study, Sun was adding third-shift call coverage in parts of Europe by using
second-shift staff on the West coast of the United States.

• Necessity for user buy-in—the service order tool was already the focus of a users’
group whose members, mostly managers, represented the major locations using the
tool. However, Sun wanted all target user groups—not just managers—to buy in to
the changes that would result from the study.

• Differences in business practices and companion software—each country had its
own process for delivering customer service and therefore developed its own job
titles, descriptions, and expectations for the positions that use the service order tool.
The companion software used with the tool also varied from country to country.

These factors dictated contextual inquiry, combining observation and conversation in
the users’ normal work environments. This methodology allowed us to:

• Explore use of the service order tool within the restrictions of actual work, such
as network response times and length-of-time targets for dispatchers and engineers
dealing with customers on the phone

• See when and how companion software and artifacts such as hardcopy tablets,
reports, and forms were used to complement the tool; and obtain samples of the
hardcopy objects

• Collect concrete data by observing real-time experience

• Clarify details and avoid misunderstandings about what users did and why

With its emphasis on observation and follow-up questions to make sure the usability
practitioners correctly interpreted the users’ actions, contextual inquiry also helped mini-
mize language difficulties between the participants and researchers.

Identifying the user groups for the research proved to be a challenge. Working with
Sun managers, business analysts, and developers, we ultimately identified eight distinct
groups—twice as many as in our initial discussions:

• Dispatchers

• Front-line support engineers

• Mid-line support engineers

• Back-line support engineers

• Support services staff

• Account ambassadors

• Hardware support engineers

• Regional system support engineers/customer service managers

Some of these groups, such as dispatchers and front-line engineers, used the tool while
the customer was on the phone. Their goal was to record information and create service
orders quickly so the service orders could be resolved and closed quickly. Other groups,
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such as back-line engineers, used the tool mainly to file information and manage their time.
Still other groups used the tool to monitor progress on service orders, and help ensure
customer satisfaction.

Of our 24 study participants, roughly half worked in the United States, and the other
half worked in the United Kingdom, France, and Germany. We developed detailed partici-
pant selection criteria for each target user group, including time in current position, type of
service order tool training (if any), and opinion of the tool. The recruiters in each country
tried to use the same screening criteria for all participants, and were reasonably successful.

Finally, we developed an individual focus or list of topics to guide the observation of,
and conversation with, participants from each user group, adapting the focus as necessary
for each country. As it turned out, the focus did not change much between countries—the
differences occurred in the follow-up questions we asked participants in each country after
watching them use the tool.

The sessions and data analysis for this project extended over several months. We used a
six-week lag between the U.S. and European sessions to examine our U.S. data and prepare
an interim report of findings. After the European sessions, we developed a top-ten list of
findings for a quick-results presentation that preceded the comprehensive written report. We
then created a database to organize our abundant notes and quickly slice the data in different
ways—for example, by target user group, by formal vs. informal training on the tool, and
by features used.

As a result of the contextual inquiry, Sun instituted more in-depth training for service
order tool users, along with immediate changes to the interface for improved usability. Our
numerous long-term recommendations for simplifying the system drove the specifications
for the next version of the service order tool.

15.2.6 Usability by the Millennium

By the year 2000, usability practice had become much more sophisticated, skilled,
and diverse. The software engineering field had largely accepted and incorporated
iterative design into its practices, and thus was more receptive to iterative usability
as well. Usability practitioners were expected to have a toolkit of methods at their
fingertips, although usability programs in most companies still concentrated on one
or two popular methods:

• Exploratory usability testing after each of several iterative development cycles
• Heuristic evaluation, followed by design revisions, followed by usability testing

These approaches were usually effective. When an organization’s primary goal
is to identify usability problems rather than quantify them or compare interfaces
explicitly, iterative exploratory usability testing is successful (Nielsen & Landauer
1993; Virzi 1992) because:

• The maximum cost-benefit ratio for user testing comes from 3–5 participants
• 80% of problems can be detected with 4 or 5 participants
• Serious flaws tend to show up earlier

However, usability programs consisting only of exploratory usability testing
and/or heuristic evaluation had potential weaknesses that were not immediately
apparent:
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• They may not evaluate different audience groups; most small-sample usability
tests assume a fairly homogenous audience

• They do not observe users in their context of work
• They do not address longitudinal issues; most observations focus on ease of learn-

ing and the out-of-box experience

By the millennium, only a modest number of larger companies had created suc-
cessful multiple-method usability programs balanced to reflect the organization’s
strategic goals. In such programs, some studies focused on immediate short-term
results, while others addressed longer-term concerns.

However, most organizations practicing usability in 2000 had not achieved this
balance, instead concentrating almost entirely on collecting user data for the next
software version or release. Field research was still underutilized in commercial
software development. The multiple challenges of budget, schedule, and logistics
often defeated practitioners’ efforts to convince corporate management to support
field studies (Rosenbaum 2000a).

Happily, the academic community continued to foster the skills of usability
practitioners. In 2000, another special issue of IEEE Transactions on Professional
Communication, this one guest-edited by Menno D. T. de Jong and Judith Ramey,
featured usability research methods with an extensive literature review (de Jong &
Schellens 2000), and rich discussions of techniques such as thinking-aloud protocol
(Boren & Ramey 2000).

15.2.7 Impact of 20th Century Usability Evaluation on Value

The editors of this volume describe quality in value in terms of the impact or
achieved value software has in the real world. They correctly state that we must eval-
uate the fitness of software for its purpose, and that we must consider many forms of
value—personal, organizational, cultural, and
monetary.

Almost from its inception, usability evaluation improved the value of commercial
software because such software rarely had a single version or release. Thus, even the
initial usability effort of most organizations—conducting a single laboratory usabil-
ity test on alpha or beta software before release—had a feedback loop to software
redesign. Recommended improvements that were not feasible for the current release
could still be addressed in later releases.

After organizations began establishing usability departments and conducting
iterative exploratory usability testing, the impact of usability evaluation on value
increased, because a structured process was in place to improve design. Larger and
more sophisticated companies developed formal methodology for applying usability
evaluation outcomes to software redesign.

By the late 1990s, the wider application of anthropology to usability through field
research methods began to add a new dimension. Usability evaluation in the context
of users’ actual work or home environments enabled practitioners to assess what the
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editors of this volume call post-usage effectiveness, or the impact of using software
to perform its intended tasks and achieve its intended satisfaction.

15.3 Usability Evaluation Today

Any essay that attempts to place a topic in historical context must recognize that its
readers probably live in the future we forecast. This chapter was written in 2006, so
its discussion of the state of usability evaluation today may be obsolete before the
book is published. More kindly, this section will simply become another part of the
historical context.

However, another reason to describe usability evaluation today is that levels of
skill and sophistication are not equal in our community of practitioners. The practice
of usability is maturing at different speeds in different organizations.

A company that has just hired its first usability practitioner to help software
engineers apply user-centered design will probably employ the evaluation methods
more usability-literate companies used in the early 1990s—and those methods will
be appropriate and effective. It may quite reasonably be another five years before
most software development organizations apply the usability evaluation methods
described in this section, and in use now at such companies as Microsoft, Google,
eBay, Yahoo!, and Intuit.

15.3.1 Field Methods in Industry: Focused and Compressed

A major advance in usability evaluation today is the greater opportunity for usability
practitioners to conduct field research. Many companies successfully use adapta-
tions of contextual inquiry and ethnographic interview methodology on a day-to-day
basis for short-term research projects in commercial product development.

15.3.1.1 Condensed Contextual Inquiry

Classic contextual inquiry requires hours of time with each user—frequently a full
day per visit. While this long session time enables researchers to collect much valu-
able information, organizations balk at spending the time to collect and analyze so
much data. In addition, participating companies are unwilling to interrupt employ-
ees for such a long period of time (although the inquiry observes ongoing work in
progress, some inefficiencies are inevitable).

To gain the benefits of contextual inquiry even when time is short on a com-
mercial project, my group uses what we call the condensed contextual inquiry
(Kantner & Keirnan 2003; Kantner, Sova, & Rosenbaum 2003). It identifies a
more constrained set of concerns to investigate than the classic version, allowing
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researchers to focus on a few critical issues during sessions with users. The con-
densed method retains the strengths of contextual inquiry:

• Exploring people’s use of products within the restrictions of their actual work
• Seeing when and how companion software and artifacts, such as notebooks,

sticky notes, and forms, are used to complement the product
• Clarifying details about tasks while they occur, to avoid misunderstandings about

what users did and why

Condensed contextual inquiry accommodates the limited time that product devel-
opment teams have to learn about users’ work processes and motivations, as well
as the limited time users have to participate. As in classic contextual inquiry, the
product development team members work with the usability team to identify the
characteristics of the users to interview, the tasks to observe, and specific issues of
concern, including terminology.

Unlike classic contextual inquiry, the actual inquiry team is limited to two people,
usually two usability practitioners. This approach saves time on subsequent data tab-
ulation and interpretation, as well as saving the time of product development team
members, who can continue working on the product. Having only usability practi-
tioners at the sessions requires a high level of trust between the product developers
and the usability team.

Within the session itself, the primary difference between classic and condensed
contextual inquiry is the limited nature of the work under observation. Condensed
contextual inquiry is not suitable for designing a complex system from the ground
up. It is, however, appropriate for examining the flow of tasks in an established
routine and identifying workarounds and artifacts to inform design of new features
and functions within that routine. As with the classic method, the condensed method
steps back from existing tools to look at the bigger picture of the users’ motivations
and contextual artifacts for accomplishing work.

When product developers do not attend the contextual inquiry sessions, the
usability practitioners bear additional responsibility of understanding the product
development team’s assumptions about the users’ work processes and communi-
cating what was learned in light of those assumptions. A summary data report
is insufficient; results are best communicated using descriptive anecdotal stories,
encouraging developers to ask questions that help them to experience the interviews
vicariously. Videotaping is not always possible for field studies because of security
and privacy issues, so storytelling often replaces videotapes to communicate the
experience.

15.3.1.2 Condensed Ethnographic Interviews

Whereas contextual inquiry is primarily an observation of use with inquiry from
a usability practitioner, ethnographic interviewing is primarily an interview about
use, with a clearly defined set of questions to ask all users in the study. In classic
ethnographic research, observers become part of a culture so that they can under-
stand it well and explore and modify their assumptions about it. In product research,
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ethnographic interviewing helps practitioners understand how the context of use
affects people’s approaches to tasks and how people view their own context.

Condensing the ethnographic interviewing method means identifying the scope
of what to observe and explore. Rather than learn everything about a user’s life, we
observe only a small sphere of it, as it relates to the tasks that concern us for product
design purposes. In this manner, we can structure the interviews to meet project
budget and schedule constraints.

In our adaptation of classic ethnographic interviews, we apply the team approach
used in contextual inquiry, with separate interviewers and note-takers. This approach
enables us to collect extensive data in short participant sessions. Often we have
only an hour to spend with each participant (the maximum time we spend is two
hours). Two-person usability teams share the three key activities of interviewing,
note-taking, and photographing or collecting artifacts; for example, while the note-
taker takes photographs, the interviewer takes notes.

Overall, current adaptations of these two field methods are focused on obtaining
the richest possible qualitative information in a limited time. Practitioners retain the
key elements of these methods—an exploration of users’ behavior in the context
of their own work during contextual inquiry, and intensive observation of users’
settings and artifacts during ethnographic interviews. Although we miss learning
some behavior and data that longer observations or interviews would yield, we can
apply to product design insights from field research that could not be gained from
usability testing alone.

15.3.2 More Knowledge and Skill among Practitioners

The standard of relevant education and expertise among usability practitioners has
dramatically increased as the usability field matures. In the United States, colleges
and universities offer courses in usability methods, usually in departments of tech-
nical communication and information science. These courses are now available in
dozens of undergraduate programs, as well as at the graduate level in Masters’ and
Doctoral programs (where they are coupled with in-depth research projects).

Usability practitioners employed in industry have an extensive network of sup-
port from professional societies, all of which offer training during their annual
conferences. ACM SIGCHI, the Usability Professionals’ Association (UPA), the
Human Factors and Ergonomics Society (HFES), and the Society for Technical
Communication (STC) all sponsor workshops, tutorials, and courses about usability
methods. Sessions on usability methods are also frequently presented at the annual
conferences of the IEEE Professional Communication Society and ACM SIGDOC
(Design of Communication).

ACM SIGCHI, which held its first conference in 1983, now draws more than
2,000 people to its conferences every year. A recent goal of SIGCHI is to improve
its offerings to practitioners (as well as supporting attendees from academia), and
they have established communities of practice to encourage participation, includ-
ing Experience Reports of case histories. While I was co-chair of the CHI 2006
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Usability Community, we received more then 50 submissions, about half of which
became part of a well-received program.

The Usability Professionals’ Association was established in 1991 after meetings
at ACM SIGCHI and HFES conferences identified a need for a professional society
that focused on the interests of usability practitioners. From “Birds of a Feather”
sessions at CHI and HFES, the UPA has grown to an 1,800-member organization
with chapters worldwide—from India to Sweden to Boston.

These are only a few of the not-for-profit organizations that provide professional
development opportunities for usability practitioners. In addition to annual confer-
ences, most professional societies offer skill-building education at monthly chapter
meetings and other events.

15.3.3 More Use of Automated Tools

Software tools to help automate usability evaluation have been available since the
1980s. They fall into two groups—questionnaire tools and behavioral data collec-
tion tools. Even a high-level survey of automated tools is beyond the scope of this
chapter; the following brief summary gives a background.

Questionnaire tools measure user perceptions. One of the earliest was for “mea-
suring and analyzing computer user satisfaction” (Bailey & Pearson 1983). In 1987,
two seminal questionnaires were published: Ben Schneiderman’s Questionnaire for
User Interaction Satisfaction (QUIS) (Shneiderman 1987; 1998) and the Computer
User Satisfaction Inventory (CUSI) (Kirakowski 1987) developed by the Human
Factors Research Group at University College, Cork (Ireland).

Kirakowski went on to develop the Software Usability Measurement Inventory
(SUMI) in the early 1990s (Kirakowski & Corbett 1993), followed by WAMMI for
website evaluation (Kirakowski, Claridge, & Whitehead 1998). Today dozens of
Web-based questionnaire tools are available to usability practitioners, from Active
Websurvey to Zoomerang.

Similar examples abound in software to capture and record user behavior. Noldus
Information Technology was founded in 1989 as a one-man company in the Nether-
lands. Today, Noldus employs 85 people worldwide; their customers are 3,500 insti-
tutes, companies, and universities in 75 countries.

In the United States, TechSmith was founded in 1987, and in 2002 began support-
ing usability practitioners, first with Camtasia and then with Morae and UserVue.
Morae enables practitioners to record and view users remotely through software
installed on their computer. UserVue is a Web-based service that allows practition-
ers to remotely connect to, interact with, and observe users as they navigate an
application or website.

Behavioral data collection tools have two benefits: they record user data, and
they enable observers to watch and enter notes about the participant sessions, either
while they are taking place or at a later date. The latter capability has great impact on
the ability to conduct rigorous usability evaluations under constrained research bud-
gets. When the user audience for a product is distributed over a wide geographical
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area, it is now possible to sample that distributed audience and still offer software
developers the opportunity to watch participant sessions.

Most usability practitioners believe they can observe subtleties of behavior
more accurately when the facilitator and the participant are co-located, even if
observers are in remote locations. That approach also makes it easier to install
data-collection software on participants’ computers or solve unexpected techni-
cal problems with prototype products. However, the time and cost of travel—
and the geographic diversity of user communities—are driving an evolution in
methodology.

Recent Web usability software and services integrate behavioral data collection
and surveys. For example, researchers at the University of Washington have devel-
oped a toolkit for conducting complete experimental studies, including dynamic
generation of multiple versions of a test website, random assignment of participants
to conditions, questionnaire design and implementation, and custom data logging
(Wei, Barrick, Cuddihy, & Spyridakis 2005; Spyridakis, Wei, Barrick, Cuddihy, &
Maust 2005). Such enhancements of automated tools support both relevant usability
research design and accurate data collection.

15.3.4 More Sophistication About Methods

As the previous pages describe, with the greater maturity of the usability profession
have come many improvements in methodology. Interestingly, what we see today
are rarely dramatically new or different methods from ten years ago. Rather, increas-
ingly sophisticated implementation of usability methodology helps us better answer
the questions of software design and development teams, as well as communicate
our results for more strategic impact within organizations.

For example, a substantial minority (about 20%) of the usability tests my group
performs now use RITE (Rapid Iterative Testing and Evaluation) methodology
(Medlock, Wixon, McGee, & Welsh 2005), in which changes to the user interface
are made as soon as a problem is identified and a solution is clear—often after one
to three participants. The goals of the RITE method are to identify and address as
many issues as possible, and to verify the effectiveness of the changes in the shortest
possible time.

Successful RITE studies require highly experienced usability practitioners, as
well as the commitment of the software team to observing all sessions and making
immediate changes. RITE is as much a design method as an evaluation method,
and requires practitioners who are comfortable making design suggestions. RITE
practitioners should have some design experience so that their ideas can inform the
software team as it continues to make adjustments.

The methodology described in the Medlock, et al. paper is consistent with
Nielsen’s discount usability recommendations from ten years earlier, but the sup-
porting data and analysis are much more detailed. Practitioners can now apply iter-
ative testing in a more structured way, as well as make informed decisions about
when RITE testing is appropriate.
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In another example from my own experience at Tec-Ed, usability practition-
ers now make explicit decisions about methods for organizing usability data,
based on study complexity and reporting requirements. A paper (Kantner, Sova,
& Anschuetz 2005) describes three alternatives we consider for qualitative data
analysis:

1. Creating high-level summaries of individual user sessions, best suited for
projects with a tight timeframe, few participants, and a relatively simple research
design.

2. Building data tables of all collected data, best suited for studies that investigate
high-level issues or perceptions (such as ethnographic interviews or exploratory
usability testing of prototypes), rather than detailed task behavior.

3. Using a database program to assist analysis, creating multiple forms and views to
hold and organize the data. This method is well-suited to studies that investigate
both high-level issues and detailed behavior, and/or to studies with 12 or more
participants (for fast cross-tabulation of participant characteristics with behavior
and opinions).

Especially for usability practitioners in industry, balancing the time required to
analyze qualitative usability data with the urgency to release a product or web-
site calls for using the appropriate data structuring method. Studies with complex
questions benefit from the time required to structure qualitative data in the most
flexible way possible—a database, where the questions asked can change as the
analysis progresses. Studies with more straightforward data can take advantage of
the time-savings of flat-file tabulations (using word-processing programs), or even
of pencil-and-paper summaries after each session.

In addition to making more informed choices among methods, practitioners
today also combine methods in interesting and rewarding ways. Many of the usabil-
ity projects my group currently performs include two or three phases, each employ-
ing a different methodology—for example:

• Home-based ethnographic interviews, followed by laboratory usability testing,
followed by a large-sample online survey

• Usability focus groups, followed by laboratory usability testing
• Laboratory usability testing, followed by in-home field usability testing, followed

by telephone interviews, followed by another cycle of laboratory usability testing
(for validation)

In 2000, I described the usability methods reported in a survey of 134 HCI pro-
fessionals at conferences in 1998 and 1999 (Rosenbaum, Rohn, & Humburg 2000),
where we asked what methods people used and which ones had more strategic
impact within organizations. Some methods that were rated highly effective, such as
field studies, had fairly low usage within the practitioner community. Today, these
effective methods are more widely applied, both individually and in combination.

The concept of iterative usability evaluation has evolved from simply repeating
exploratory usability tests between development cycles to a more complex approach
that takes advantage of the richer data we can collect with a broader toolkit of usabil-
ity methods.
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15.3.5 Larger Sample Sizes for Usability Research

While RITE methodology enables usability practitioners to help improve soft-
ware using a few participants at a time, today’s practitioners are also collect-
ing valuable data from larger populations, all using the same prototype. Some
research questions can best be addressed through usability evaluation methods that
involve:

• Usability practitioners observing participants in individual, real-time sessions, to
collect immediate behaviors and comments

• Collecting performance measures such as number of errors, types of errors, num-
ber and type of remediations required, and time on task

• Comparing two or more products, designs, or product features (often from com-
petitors), requiring counterbalancing of participants and/or tasks

• Performing statistical analysis of the collected data to determine confidence
levels—and requiring high confidence levels to justify product design decisions

These requirements have led practitioners to conduct usability testing with sam-
ple sizes not previously used in industry settings—40, 80, or even 120 participants
in a single usability test. The sessions must still be with individual participants,
either face-to-face or through remote facilitation tools, because we need to observe
real-time physical and verbal behavior.

In my own experience at Tec-Ed, a recent usability test observed 120 participants
using one of six different prototypes for a single product feature, then administered
three questionnaires to each participant. The sessions lasted only 15 minutes each,
but the entire project took a month for a team of experienced usability practitioners
to complete. The participant selection criteria were stringent; even with an on-line
prescreening questionnaire, participant recruiting required over a hundred hours,
during which we screened about 700 applicants.

Another project was more typical of the larger-sample research that is beginning
to be conducted in industry. Our client wanted to conduct an independent third-party
benchmarking usability study comparing one of its products and a new competitive
product. The usability test collected behavioral metrics for a series of five tasks, as
well as post-task and post-test satisfaction ratings.

We tested 40 participants, each of whom used both products; the product order
was counterbalanced for each task to minimize order effects. The sessions lasted
90 minutes, or 45 minutes per product. At the end of each task with each product,
we asked three Likert-scale questions, and we also administered a final Likert-scale
questionnaire at the end of each session.

The behavioral metrics collected were task success/failure, time on task, and
number, type, and severity of errors (classifying the errors and their severity was
a complex process requiring practice by the facilitators to ensure inter-rater reliabil-
ity). We performed statistical analyses of the collected data, and the results of these
analyses were the primary project deliverable. We supplemented the metrics with
a high-level qualitative report describing the participants’ behavior and reactions to
the two products.
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Such large-sample usability tests have many benefits for software development.
We can measure the usability effects of very focused changes to individual product
features, we can conduct rigorous competitive evaluations, and we can demonstrate
to management the statistical significance of the behaviors we measure. Just as with
RITE testing, successful large-sample usability evaluation demands experience and
expertise from usability practitioners.

15.3.6 Impact of Today’s Usability Evaluation on Value

With the widespread use of field methods among today’s usability practitioners, we
begin to see the impact of usability evaluation “over a span of time and space,”
as the editors of this volume describe. By observing people in their own environ-
ments, usability practitioners can provide guidance about designing software for
real situations—for example (Rosenbaum 2003):

• Distractions may be different at home from at work: the phone rings, children
demand attention, and pets run through the room. Field usability evaluation
methods show how typical distractions affect user behavior with software and
websites.

• When using complex business software, people cannot behave normally without
their own (usually proprietary) data—and even if business users were permitted
to bring their data to a usability laboratory, it’s rarely practical to do so.

• Users often consult documents and other sources that may be available only in
their work or home environments. In addition, people do not know in advance
what they will want to consult while using the software under evaluation.

Thus field usability evaluation in the actual context of use yields far more insight
into the value of software in the real world, and increases the ability of usability
evaluation to achieve that value. The other sophisticated methods described in this
section also consider fitness for purpose and thus contribute to value—especially
when they are combined into multiple-method usability programs applied over the
lifetime of the software. Today’s skilled usability practitioners recognize that usabil-
ity resides in specific contexts, just as the strength of a chair is relative to its usage
(Cockton 2004).

15.4 Usability Evaluation Tomorrow

Considering the evolution of usability evaluation since its inception, what will hap-
pen next in our exciting profession? How will we increase the impact of usability
on value? One way, as I mentioned earlier, is that more and more organizations
will attain the level of usability maturity that only a few companies practice today.
We will also see a much greater contribution of usability to the value of software
products and systems in the real world.
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15.4.1 More Integration of Usability Practice
and Product Development

With the increased skill and expertise of usability practitioners, the roles and respon-
sibilities within user-centered design teams may become blurred—to everyone’s
benefit. In my own experience at Tec-Ed, several staff members perform both usabil-
ity evaluation and user-interface design, and that percentage is increasing. In some
Silicon Valley companies, practitioners work one year in user research, and another
year in design.

In a recent project my group performed, we created three different functional
prototypes of a new UI design using HTML, Excel, and PowerPoint. The prototype
implementations each had different uses, depending on whether the goal was to
show a smooth navigation flow, to display and manipulate data realistically, or to be
demonstrated, annotated, or revised easily by project managers and engineers within
the client’s organization. High-fidelity prototypes enabled us to collect behavioral
and opinion feedback, as well as insightful suggestions, quickly and accurately from
the subject-matter experts who were the target users of the software.

Previously, my group had defined our usability services to include user-interface
design, but left the development of functional prototypes to other members of the
development team. From this project, we gained insights into how choices of proto-
typing methods affect usability evaluation as well as design. As a result, we expect
that our involvement in prototype creation will continue to grow, and will enrich our
usability methodology.

Prototypes will also become more valuable tools for requirements definition. Tra-
ditionally, contextual field research was the methodology of choice for requirements
definition, before the design phase—in fact, we hesitated to show participants pro-
totypes during contextual sessions, for fear of biasing their behavior or reactions.

Modern condensed field methods require a tighter focus to succeed, and one way
to achieve that focus is to show participants early design prototypes—usually quite
low-fidelity ones. Such prototypes should be considered temporary or disposable;
the designs or features may never appear in the actual software. Rather, they serve
as part of the usability practitioners’ toolkit, to make field research more productive
and yield better user requirements. This approach is consistent with the alternating
waves of creative and structuring activities described by the star life cycle for user
interaction development (Hix & Hartson 1993).

Although some usability practitioners will always prefer to specialize in user
research and evaluation, those who take on broader roles will have opportunities to:

• Perform more early research, especially contextual field research, and then define
user requirements for design

• Create prototypes that enable rapid collection of more relevant and more accurate
user data during evaluation

• Join integrated product teams that help the software design process become truly
iterative and user-centered

Usability practitioners who join closely integrated product teams will find that
they have the opportunity to design user interfaces and create prototypes of them.
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They will also be expected to have the skills to program in one or more basic proto-
typing languages (e.g., PHP for the Web), so that they can explain by example when
discussing UI improvement with the rest of their team.

15.4.2 More Integration of Usability Evaluation and Product Use

Traditionally, usability evaluation took place before products were released and
sold, because the expectation was that evaluation (validation) was part of the soft-
ware development process. Future usability evaluation will be ongoing, throughout
product lifecycles; and the evaluation will be integrated with use of the product.

Many websites already collect extensive online data that can be part of usability
evaluation:

• Companies such as Amazon and eBay serve users multiple versions of various
sites and pages, collecting data about users’ different behaviors on the alterna-
tive versions. This information is used to make strategic decisions about the site
design.

• E-commerce companies track clickthroughs and measure abandonment rates and
pages, to learn when and where site visitors failed to complete a purchase.

• Many organizations’ websites present surveys to randomly selected site visitors,
to collect user perceptions of various pages or at specific points in a transaction.

Web analytics (the measurement, collection, analysis, and reporting of Internet
data to understand and optimize Web usage) has become a major field of spe-
cialization, with conferences, publications, and even a professional organization
(www.webanalyticsassociation.org).

Although the Internet makes it easy to collect data throughout the life cycle of
websites and Web applications, tools and methods are beginning to emerge that
integrate evaluation and use with many kinds of products. From my own experience
at Tec-Ed, we recently recommended that a hardware/software company build into
their server-based products the ability to collect a variety of data from their client
workstations, including:

• Time on task
• Number of pages accessed during the task
• Number of button presses during the task
• Number of selections from drop-down menus, checkboxes, radio-buttons
• Number of window reconfiguration actions (resize or reposition)
• Number of scrolling actions
• Number of dialog or pop-up window interactions

This capability would enable both the company and its customers to collect
user data automatically. The challenge was not the modest programming effort
required, but rather the division of responsibility within the organization. The team
that engaged my firm to conduct a usability evaluation of their application was one
of many application software groups, and had no connection with the developers
responsible for changes to the server software.
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Integrating evaluation with product use is technically feasible today for many
business and consumer products—not just websites. But strategic and ethical issues
abound. Strategically, decisions to instrument products for collecting data during use
should be made at the corporate level, to ensure consistency among a company’s
product offerings. Initially, as with many design advances, one creative product
manager in an organization will likely begin the innovation.

From an ethical standpoint, companies will need to decide who can turn instru-
mented user data collection on and off—and the effect it will have on privacy and
users’ trust. In the late 1990s, some computer users refused to accept cookies from
websites. One colleague set an audible tone to ring whenever his PC received a
cookie—hard to imagine today. Perhaps tomorrow’s consumers will expect compa-
nies to monitor their behavior with products.

Regardless of whether we collect user data automatically or conduct usability
evaluations using other methods, the product release date will no longer be a barrier
to usability. For example, the sophisticated software now used in customer service
or technical support call centers to help initiate and track problem reporting can also
facilitate usability improvements.

Increasingly, we will carry out ongoing user research throughout the lives of
software products, using the results to inform decision-making for maintenance
releases and follow-on products. The challenge will be cataloging and mining the
usability data for effective reuse, requiring usability practitioners to gain knowledge
management skills or turn to specialists in this field.

Ongoing user research will also benefit the usability of new products, because
developers will have baselines of recent data about the products they hope to super-
sede. From my own experience at Tec-Ed, when a client company cannot allocate
the resources to perform usability evaluation before a product release, I suggest that
they defer the evaluation until after the product release, when the software team is
under less schedule pressure (Rosenbaum 2000b). Such version leapfrogging can
be highly effective, because the usability findings are available early in the design
phase of the next product release, before its specifications are determined.

Large or mature companies with usability infrastructures and processes in place
are beginning to decouple some of their user research efforts from product release
schedules. Independent scheduling enables them to plan usability projects when
staff resources are available, and is especially appropriate for exploring questions
or features that apply to more than one product. The future will bring an increasing
number of parallel design and evaluation efforts, as cross-functional user experience
design teams learn to work together.

15.4.3 More Integration of Qualitative and Quantitative
Research Activities

Increasingly, organizations are recognizing the value of having many data sources to
inform decision-making in software design. Usability evaluation is one such source;
others are classic market research techniques (such as surveys) and newer activities
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such as Web analytics and data mining. To use all these kinds of data more effec-
tively, a few companies are merging usability practitioners and market researchers
into one department, and this trend is likely to continue.

At the UPA 2006 conference, I co-facilitated a workshop (Bugental, Turner, &
Rosenbaum 2006) on “Overlapping Usability and Market Research – Synergies and
Issues,” where marketing professionals and user researchers explored ways in which
product functionality and brand imagery could be studied in the same project. Fif-
teen practitioners from different industries, from accounting software to pharmaceu-
ticals, defined ways to conduct integrated user data collection activities.

Particularly during the design of consumer products and games, we will
increasingly see activities that combine qualitative and quantitative methods. For
example, at Microsoft Game Studios, user researchers have developed a playtest
method (Davis, Steury, & Pagulayan 2005) that combines behavior and surveys.
Participants play new computer games, then answer survey questions about their
experiences.

Large numbers of people can participate simultaneously in playtest studies,
because both the behavior and perception data are collected automatically, with
minimal oversight; and the controlled lab environment minimizes the effects of
unrelated variables. Because all the users’ actions are recorded, when the quanti-
tative data analysis indicates a potential problem or issue, the research team can
then view the individual session recordings of that behavior and gain insight into
how or why it occurred.

While such a combination of qualitative and quantitative methods may not be
suitable for evaluating all software, it has great potential for products that can be
instrumented to collect user data. The ability to view the sessions retrospectively
addresses many of the shortcomings of purely quantitative research. As more usabil-
ity practitioners and market researchers work together in organizations, methods like
playtest will gain wider use.

15.4.4 Knowledge Management to Improve Return
on Usability Investments

Organizations with ongoing user experience programs are beginning to see the value
of managing the knowledge they have amassed about their user communities. It
is no longer enough simply to create archives of usability data. Rather, to gain
the most from our investments in user research and usability evaluations, the col-
lected data must be structured and easily accessible by usability practitioners, soft-
ware developers, marketing staff members, and those involved in corporate strategic
planning.

Knowledge management (KM) systems will enable organizations to leverage the
results of previous usability evaluations and research to inform the design of future
applications and future usability research. A key feature of such systems will be
the ability to search for findings based on structured information added to usability
reports, particularly metadata describing the application or Web pages, the issues,



370 S. Rosenbaum

and the GUI elements that were tested (metadata allows search engines to retrieve
documents with greater speed, precision, and relevance).

With easy access to previous usability findings, developers can create better and
more effective applications in less time, improving the ROI of the software design
process. Consider the hypothetical case of a developer who wants to use a tab-like
navigation structure in a new Web application, and asks a usability practitioner for
advice. The usability practitioner checks the corporate KM system and learns that in
four previous evaluations with similar applications and users, a left-hand navigation
column was easier for users and more effective at directing them to their destina-
tions. Based on this research, the developer uses a left-hand navigation column in
the new application.

KM systems will also help usability practitioners avoid testing issues they have
already addressed, so they can explore other tasks or target audiences. In the hypo-
thetical case above, after the developer uses the previously tested left-hand naviga-
tion column in his new application, the usability practitioner also need not focus
on that navigation column. Instead, the usability test for this new application could
include tasks that exercise other features of the application.

Thus the findings from usability evaluations will be able to improve application
designs in new ways, helping their target users be more productive. My example
considers usability evaluation reports, but KM systems for usability will be equally
valuable for storing and accessing rich qualitative information, such as personas and
contextual research findings.

15.4.5 More Contextual and Field Research

Any laboratory study, whatever the sample size, gains the benefits of a controlled
environment by losing the opportunity to observe users in their own environments.
The usability lab is an artificial environment where we introduce tasks and experi-
ences that are at least realistic, if not actually real.

However, for more and more new products, it is nearly impossible to create a real-
istic experience in the lab. Mobile products and products used by groups are good
examples, as are products intended for use by people in specialized environments
such as hospitals. John Canny of the University of California at Berkeley suggests
that future interfaces will not focus on office work (which was easier to emulate in
the usability lab) but will be context-aware and perceptual, employing satellite GPS,
automatic speech recognition, and computer vision (Canny 2006).

Recent field studies of mobile telephone use faced the complexity of diverse
environments, such as losing a participant in the Tokyo subway during rush hour
(Blom, Chipchase, & Lehikoinen 2005) and the challenges of group behavior while
observing a circle of friends use mobile services such as text messaging (Page 2005).

Over the next years, we will see more carefully reasoned decisions about when,
where, and how to conduct field research, as well as a wider variety of data-
collection methods. Such evolution will be needed as we conduct usability stud-
ies of:
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• Different audiences (children, teenagers, older adults, people with disabili-
ties) using mobile devices in their work and home environments—and as
they travel

• People using products designed for social or group use, such as projection tele-
vision or multiplayer games

• Medical caregivers using automatic speech recognition products in hospitals

We are already beginning to see user research for new product designs that com-
bine these domains—for example, a multiplayer game that helps people make health
insurance decisions (Kantner, et al. 2006) and a mobile phone plus pedometer appli-
cation that encourages users’ physical activity by sharing step counts with friends
(Consolvo, Everitt, Smith, & Landay 2006).

Instrumented data collection will become an integral part of field research. For
example, Gaetano Borriello of the University of Washington—and a founding direc-
tor of Intel Research Seattle—describes the potential for radio frequency identifica-
tion (RFID) tags in social or medical research (Borriello 2005). By RFID-tagging
items in the home such as coffee pots or medicine bottles, we could infer that some-
one is drinking coffee or taking a pill if the coffee pot or pill bottle is lifted. These
RFID tags may help the elderly remain independent longer in their own homes. A
cruder version of such data collection is used today—heavy, specialized caps that
record the date and time a pill bottle is opened—but the participants must return the
bottle caps to the research facility for data compilation.

Instrumented data collection cannot tell us why people behave as they do, so it
will not replace in-person field research by practitioners. What it will do is help
us plan more focused and relevant field research, especially important because the
investment per participant in field research is higher than comparable-length ses-
sions in the lab. We will be able to select finer-grained subsets of the user audience
for field visits, based on their prior behavior.

Another reason why field research will increase is the growth of ubiquitous or
pervasive computing, where computation is integrated seamlessly into the environ-
ment rather than computers as individual objects (Weiser 1994). Today there are at
least three international conferences and several periodicals on ubicomp, as well as
numerous other publications and workshops.

Ubiquitous computing complicates our current model of the user and the sys-
tem. When GPS systems, temperature sensor/controllers, liveboards, and more are
built into our environment, what methods will we use to assess them? Weiser
suggests that the goal of ubiquitous computing is invisibility. How would we
define a stream-of-behavior ethnographic study recording the things people do not
notice?

As computer systems become more fragmented in space (no longer one user in
front of one computer), latency and other real-time issues will play a larger role.
Some highway signs in the United States display how long it will take to drive to a
popular destination, based on real-time data collected on traffic speed—and drivers
already adjust for latency based on their personal experience: “That sign usually
says 10 minutes to San Jose; when it displays 15 minutes, I know the traffic is really
bad and the trip will take 25 minutes.”
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How will we conduct usability evaluations of such systems? Challenges abound,
but it is likely that the answers lie in the evolution of contextual and field
methodology.

15.4.6 A Broader Scope for Usability

As computing becomes a lifestyle for more and more of the world’s population,
usability evaluation will need to take place over longer time periods and address
broader issues of ethics and culture. Concerns, problems, and risks that emerge only
after widespread or long-term use can be critical when the user audience is huge.

Longitudinal usability studies today typically last one or two months, rarely
longer. Although some organizations conduct annual benchmarking usability tests
to track improvements over time, such evaluations require new participants in each
cycle. Future longitudinal studies may invest years to learn the effects of (for
example):

• Spelling, grammar, and dictionary/thesaurus software on children’s writing skills
in low-literacy countries

• Reminder or memory-jogging software on patients with newly diagnosed
Alzheimer’s disease

• Collaborative office tools on the quality and the cost-effectiveness of work
products

Trust has been a concern of professionals in computing since its inception.
What makes people trust a computer? We can turn to Hippocrates or to Asimov’s
robots for the primary rule: first, do no harm. For example, when considering self-
managing or autonomous systems, users still want to feel in control, despite the
computer autonomy; and they want to believe their privacy is respected.

With self-managing systems, users express high-level goals, and the software
selects subgoals and manages interactions with other computers. Users see only
the result, not the lower-level goals and computer actions. What makes them trust
that the software chose beneficial subgoals? Trustworthiness addresses the perceived
goodness or morality of the source (Fogg & Tseng 1999), so broader ethical ques-
tions are likely to play a greater role in future usability evaluations.

In another example, mobile phones with GPS capabilities can communicate their
users’ locations; when and to whom is this communication acceptable? People could
summon emergency help with a single keypress. Parents could always know their
children’s location. Phone users could easily find the nearest ice-cream shop, and
ice-cream shops could send text messages offering special prices to people walking
nearby. Exploring not only the usability but the ethical implications of such scenar-
ios may soon be part of usability evaluations.

Trust on the Internet raises even more—and more complex—ethical questions
that are beyond the scope of this chapter. Recent research has explored trust in
recommender systems (O’Donovan & Smyth 2005) and how the role of online trust
varies among websites and consumers (Bart, Shankar, Sultan, & Urban 2005). With
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the integration of usability and market research groups discussed earlier, practition-
ers will increasingly be studying issues of trust in websites and Web applications.

Cultural and emotional issues will also become more important in usability eval-
uation. A professional organization focused on the emotional experience in design,
the Design & Emotion Society, held its fifth international conference in 2006. Com-
panies with forward-looking usability practices are establishing usability groups or
departments in several culturally diverse countries; and usability consultants from
many countries are forming multicultural alliances and partnerships.

In the UPA 2006 conference, more than a dozen presentations addressed multi-
cultural and multinational topics (compared to none at all at the 1993 conference).
Although a thorough discussion of how future usability evaluation could address
cultural issues and concerns is beyond the scope of this chapter, we can be confident
of a growing emphasis on culture.

Recently my firm was asked to define a longitudinal, multicultural usability eval-
uation project. The research was defined in three phases over two years, and involved
user sessions in four countries and seven languages (including Arabic, Russian, and
Urdu). The government funding for this project has not yet been approved, so it
may never take place—but even the request for proposal reflects the broader scope
for usability evaluation that will emerge over the next years.

15.4.7 Usability and Organizational Maturity

All organizations evolve, including the companies where many usability practition-
ers are employed. At any moment in time, different companies are functioning at
different levels of maturity. Models have been developed to describe these levels
of maturity, such as the Capability Maturity Model R© (CMM) of Carnegie Mellon
University’s Software Engineering Institute (Paulk, Weber, Curtis, & Chrissis 1995),
which was originally created to evaluate the ability of U.S. government contractors
to perform software development projects.

Can models that describe the evolutionary levels of organizations help us think
about the future of usability? Yes, because an ongoing challenge for both academia
and usability practitioners is recommending appropriate usability programs and
activities to organizations. As teachers, as consultants, and as corporate usability
practitioners, we continually ask ourselves, “What is the most effective use of our
limited time and resources?” We consider when to apply each of the usability eval-
uation methods at our disposal, based on such variables as (Rosenbaum 2000a):

• How the product fits into the organization’s product offerings (new or mature
product or product line)

• What prior data exists about user problems or risky usage situations
• Whether the design team agrees on how to proceed, and what design decisions

were difficult
• How many target audiences there are, and which are central to the success of the

product
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• What usage scenarios are most important, either for successful product use or for
branding

• How much designers will generalize from the data collected (making decisions
for other products than this one)

Dozens of such variables, combined with budget and schedule information, help
inform decisions about usability methodology—which must depend both on the
skills of the usability practitioner and on the evolutionary level of the organization.

In the practice of usability, most companies begin by conducting an evaluative
usability test at the end of the development process. Then they slowly move their
efforts earlier in the design process—and institutionalize them—until they are col-
lecting user data before beginning product design. By that time, a usability or user
experience department is in place, with procedures for conducting various kinds of
usability evaluations. Then the usability group recognizes that it can conduct data-
mining of existing knowledge, establish benchmarks, and carry out other quality-
monitoring programs. The activities at each level reflect the increasing maturity of
the usability practitioners’ skills.

For this usability maturing process to succeed, it must take place in the evolution-
ary context of the organization. Even a highly skilled usability practitioner will not
often convince the management of a small start-up company to conduct early field
research. On the other hand, a mature organization that has institutionalized staff
training may employ some novice practitioners and provide mentoring by senior
employees.

In addition, the broader field in which we work is itself in evolution. During the
time period described in this chapter, software and systems have evolved from the
desktop to a far more pervasive and distributed context. Thus another aspect of matu-
rity that must be considered is technical innovation. Mobile devices, games, medical
monitoring instruments—every technical breakthrough—pose new challenges for
usability evaluation.

Depending on the maturity of an organization, the future of its usability practices
will, and should, differ. An exploratory usability test with six participants during
alpha-testing of each new application or release may be a desirable and difficult to
attain goal for a small, young company. Meanwhile, a well-established company
focused on improving the user experience for its customers could be examining the
results of the past year’s laboratory and field studies to decide when to use each
method next year.

Cutting-edge usability for one organization may be 10 years behind that of
another, depending on the sophistication, resources, and maturity of the organi-
zation and of the practitioners in it. We do not have just one past-present-future
timeline; we have dozens of them, offset to greater and lesser degrees in different
organizations—which, in part, explains my survey of the past and present in a chap-
ter whose purpose is to forecast the future.

In fact, this entire chapter on the past, present, and future of usability is a discus-
sion of the future of usability. As new companies are founded, and as new practi-
tioners enter the profession, their future usability evaluation activities may be ones
that mature companies and experienced practitioners performed 10 years ago.
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In our 21st century Internet age, readers often tend to ignore or discard citations
(and methodology) more than a few years old. Yet many venerable methods are
as productive—and controversial—as when they first appeared. I first wrote about
heuristic evaluation in 1989 (Rosenbaum 1989), and our ACM SIGDOC 97 paper
on heuristic evaluation of websites (Kantner & Rosenbaum 1997) is still one of the
two papers most frequently downloaded from Tec-Ed’s website. The think-aloud
protocol Ginny Redish used at the American Institutes for Research in the 1980s
(Dumas & Redish 1993, 1999) was the subject of a panel (Ramey, et al. 2006) at the
2006 ACM SIGCHI conference in Montreal.

15.4.8 Impact of Future Usability Evaluation on Value

As the usability profession matures—and as technology becomes integrated more
pervasively into our lifestyles and culture—usability evaluation will have yet more
impact on the value of software, for several reasons:

• Contextual and field research will comprise an increasingly larger proportion of
total usability evaluation, in part because more practitioners and organizations
recognize that only contextual research can evaluate fitness for purpose, and in
part because future software will be increasingly mobile and pervasive—and thus
only contextual research will enable us to evaluate it.

• Increasingly, practitioners will conduct usability evaluations throughout the soft-
ware lifecycle, using robust longitudinal studies, with instrumented data collec-
tion when appropriate. The majority of these studies will take place entirely in
the context of use.

• Usability evaluations will increasingly address cultural, emotional, and ethical
issues—practitioners will observe and measure the trust and enjoyment users
experience, which are valid and meaningful indicators of the value of software in
the real world.

By collecting contextual data on software use throughout its lifetime, and by
communicating this information continuously and effectively to development teams,
tomorrow’s usability practitioners will greatly increase the impact of usability on
value.

This entire chapter demonstrates the benefits of learning and applying the history
of usability evaluation as we move into its future. The impact of usability practi-
tioners’ work on the value of software will increase as we proceed in the directions
that sophisticated and mature organizations are heading—integrating usability more
closely with product design and use, observing users in broader and longer contexts,
and better understanding the diverse communities we inhabit.
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Abstract Usability maturation manifests in terms of quality in software, in inter-
action, and in value, constituting the three parts of this volume. In this green paper,
the three editors present a range of ideas drawn and synthesized from the fifteen
preceding chapters. It is not just a review, but, more importantly, it is an invitation
for interested individuals or organizations to contribute more views and information,
providing answers to open questions, challenging existing opinions, raising new
issues, and bridging the gaps. In the Introduction, a brief overview of the develop-
ment of the field of HCI is presented. In each of the three following sections, the
five chapters comprising the respective part are reviewed and attendant issues are
discussed, leading to research agendas that can serve as a roadmap for the future
work on usability.

16.1 Introduction

The landscape of information technology (IT) development is changing relentlessly.
Indeed, the attention of the HCI community has been drawn to the challenges posed
by the so-called imminent third wave (Bødker 2006), which is characterized by
the ever-broadening notion of context, the ever-blurring boundaries between work
and everyday lives, and the ever-prevailing phenomenon of multiplicity (i.e., mul-
titasking with multiple tools and multiple users synchronously as well as asyn-
chronously). A trend in the field of HCI is the shift of focus from individual-based,
performance-based cognition to group-based, perception-based emotion and expe-
rience, which is assumed to be co-constructed through interactions with people
within, as well as across, communities of interest and practice. Concomitantly,
the concept of usability concept and practice is evolving (Lindgaard & Parush
Chapter 10; Rosenbaum Chapter 15). A brief history of HCI and IT development
in the last three decades (Figure 16.1, derived from Rosson & Carroll 2001; Myers
1999) shows that we seem moving more and more towards unstructuredness and
informalization to cope with diversification of user groups. For instance, the notion
that learning takes place through structured activities being confined to a particular
venue and formalized by certain well-defined linear processes is gradually being
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1980’s

1990’s

2000’s

Changes in HCI and Usability?                                    Changes in Technology & Users?

1970’s
Research preempted by guidelines dev.

Oversimplified views on users; 

Human Factors (HF) engineering;

Alan Newell’s (1973) critiques on then 

predominant experimental approaches in HCI; 

• Iterative vs. Waterfalls development: 

formative evaluation; prototype, mock-ups; 

usability engineering (UE)  

• Mental models: Fitts’Law, GOMS; 

problem-solving; human performance;

• Card, Moran & Newell’s (1983)– psychology of

• Integration with UI technology;

• UE is qualitative and field-oriented: participatory, 

contextual and ethnographically informed design; 

• Social-constructivist theories

• CSCW, Organizational task analysis

• ISO on usability definition; user-centred design

• Affective computing, accessibility, tailorability, 

localization  

• Web 2.0: collective intelligence, reusability

• Rich User eXperience(UX); 

• Multiplicity; Un-structuredness/ In-formalization

• Convergence: blurring boundaries, broadening 

contexts

• Business professionals

• Mainframes, command-line

• Direct manipulation UI, mouse

• Applications: word processing, spreadsheets, 

drawing program, hypertext

• WYISWYG

• Large, diverse user groups 

• Multiple tiled windows 

• Xerox Star, Apple Lisa, Macintosh

• Component architecture

• Interface builders

• UI management systems

• Heterogeneous, distributed user groups

• World Wide Web

• Groupware

• Virtual Reality

• Sophisticated input/output devices

• Universal users

• Pervasive computing; 

• Social software: blog, wiki, Flickr, 

bookmarking, videoconference

• Mashup–web application hybrid tech.

 HCI;

Fig. 16.1 Historical development of HCI and technology

augmented by a vision of learning anywhere anytime spontaneously. Ubiquitous
computing contributes to this vision.

It should be noted that emerging IT is more than work-oriented or learning-
oriented. Some technology now lets users have fun and pleasure, and build and
sustain social relationships. These revolutionary and evolutionary changes pose
new challenges to the HCI community. How human users, ranging from infants
to elderly, are optimally supported by innovative IT to meet their diverse needs and
goals, and how their creative uses of these tools dialectically shape the design of
next-generation IT are concerns to be addressed in HCI. How computer technologies
best embody user requirements and code them in software applications, further inte-
grating user interface technology to optimize usability, are challenges to be tackled
in HCI. How quality in use as a property of interaction can best be supported and
measured is a problem to be resolved in HCI, especially when the notion of quality
in use is ever augmenting, encompassing a host of so-called nonfunctional quality
attributes other than usability (Law, Hvannberg & Hassenzahl 2006).
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Design for usability and usability evaluation operate in tandem. Specifically,
user-centered design (UCD) approaches enable the integration of usability into
design products. The extent to which usability is integrated into the design of a
system is assessed with usability evaluation methods (UEMs). Outcomes of usabil-
ity evaluation should serve as inputs for system redesign, forming a feedback loop
(Hornbæk & Stage 2006). Of particular importance, is the development of UEMs,
because insights gained through systematic evaluations can mature the concept and
practice of usability. The maturation of UEMs can be analyzed in terms of three
factors, which are further subdivided into several subfactors:

• Software models and standards—to identify the impact of standardized guide-
lines, formal methods and quality models on the methodological progress of
UEMs (Figure 16.2)

• Usage and scoping—to resolve a set of context-related issues pertinent to the
effectiveness of UEMs (Figure 16.3)

• Outcomes and values—to address the utility of UEMs for addressing stakeholder
goals and experiences and for improving software development processes as well
as products (Figure 16.4)

The overarching theme of this volume is to understand usability, especially
research and practices that are currently contributing to its maturation. Maturing
usability manifests in terms of quality in software, interaction and value—the
three concerns modifying a recent trio of functionality, usability, and experience
(McNamara & Kirakowski 2006). Interaction covers usability and experience, while
value addresses outcomes in the world that persist behind usable interactions and
memorable experiences.

The fifteen preceding chapters group into parts—Part 1, Quality in Software;
Part 2, Quality in Interaction; and Part 3, Quality in Value. As the three concerns are
not mutually exclusive, most chapters touch upon more than one concern, but the
grouping is based on the main focus of each chapter. This closing chapter reviews
each part with respect to specific usability issues depicted in Figures 16.2, 16.3
and 16.4.

By usability maturation we understand substantial development in the three qual-
ity aspects. To operationalize this, we enumerate a list of ten goals (italicized text)
to be attained as evidence of maturation (attendant issues of some of these goals are
addressed as well):

1. A consensus, but perhaps qualified, on a definition of usability universally recog-
nized by HCI researchers and practitioners. Note, however, that there is neither a
consensual definition of usability per se nor a consensus on whether the commu-
nity needs such a definition. On the one hand, usability is a situated notion (i.e.,
it should be contextualized and understood relative to the causal chains where it
has influence). On the other hand, a formal statement of a concept enables mutual
understanding in a community of practice, especially for novices.

2. Well-defined usability metrics and their interrelations. Similarly, the contention
whether we should or can standardize metrics, which are deemed as part of a
wider picture and thus need to be crafted for each context, is raised. In fact, it is



384 E. L.-C. Law et al.

Software 
Models

& Standards

Necessity 
& Utility of
Standards

Quality 
Models

Software
engineering
models &
methods

Conceptual
model

Task
Model

Meta-
usability

Empirical
validation

Definition
of usabilityHCI wisdom

Standard-
ization

Documents

Quality
criteria

Development of UEM

Fig. 16.2 Impacts of software models and standards on UEMs

not uncommon that researchers adapt metrics to their specific evaluation settings,
especially for gauging satisfaction. Such adaptation may undesirably give rise to
misleading results.

3. Effective relationships between usability and other quality attributes, especially
those being subsumed by user experience. The argument lies in whether such
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relationships are direct or indirect mediated by usage consequence and exploited
via concrete system features.

4. Deep and reliable understanding about usage and scope of individual usability
evaluation methods, thereby enabling practitioners to make informed choices
within contextual constraints.

5. Effective integration of models and concepts between software engineering, busi-
ness planning, and HCI.

6. An integrated theoretical framework with significant explanatory and predic-
tive power to address usability issues. The scope of such a framework is to be
defined—it can be so specific as to address UEM usage or so broad as to address
human actions, combining multifarious dimensions.

7. Effective interplay between usability evaluation and redesign, thereby maximiz-
ing the cost justification of usability.

8. Successful transfer of methods to practice, and alignment of research efforts of
academic and industrial partners.

9. Methodological innovations (quantitative and qualitative) allowing profound
insights into the needs, practices, and goals of system stakeholders and devel-
opment roles (including usability specialists).

10. The ability to develop new UEMs, or adapt existing UEMs, for an augmented IT
landscape with new application domains (e.g., social software) and interactive
technologies (e.g., multimodal user interfaces).

Each of the above could be further broken down into subgoals. While the above
list is not exhaustive, achieving them is a major challenge for the HCI community.

This green paper aims to promote discussion of these and other challenges. It
presents a range of ideas drawn and synthesized from previous chapters. In the
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process, it does review this volume, but its primary aim is to invite interested indi-
viduals or organizations to contribute more views and information, provide answers
to open questions, challenge existing opinions and raising new issues, and bridge
the gaps.

16.2 Quality in Software

An entity, which is assumed to have intrinsic quality, can be evaluated without the involve-
ment of users or user surrogates.

ISO 9126 defines a set of internal quality, external quality, and quality in use cri-
teria and metrics (i.e., quality models). Internal quality refers to quality that can be
measured with attributes of the software architecture, design, and code, (i.e., the
software artifacts). This section discusses quality mainly from this internal aspect,
but sometimes in relation to external aspects. Our concern is to what extent the use
of development tools can enhance the quality of a system in general and its usability
in particular.

These development tools fall into two categories—i.e., tools to aid in the pro-
duction of the software artifacts, and tools to define and understand the software
lifecycle. The lifecycle of a software product spans the creation of a software idea
to the termination of its operation. In between are many phases, each involving steps,
that are executed iteratively and often in parallel.

We will review the first five chapters of this volume, which, as a whole, address
the following questions:

• To what extent can models help in development of user interfaces and when
should they be used? How abstract or concrete, formal or informal, and coarse-
or fine-grained should the models be? How can models be integrated?

• What type of methods should be used? How are they integrated into general
development processes? How can we model or express methods? How can sev-
eral methods be integrated?

• How is usability integrated with other quality attributes, such as security or reli-
ability?

• What is the need for software quality, what is the outcome for software users and
producers, and what is their awareness of software quality?

• Who do you communicate with about quality?

16.2.1 Historical Roots of Software Engineering

Due to their manufacturing origins in engineering, developers think of quality def-
inition and assurance as separate from product development. Quality requirements
are elicited, defined, and assessed. The statement has been: “Here is what I want to
build with this functionality.” Only thereafter: “Has it been built adequately and does
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it have the right quality?” In Mahoney’s account of the history of software engineer-
ing, he contrasts its roots in mechanical and industrial engineering (Mahoney 2004).
As an engineering discipline, he likens software’s modularity to standardized units
or dimensions in the building of mechanical parts, but takes the division of a task
into manageable parts as an example from industrial engineering. When it comes
to quality, mechanical engineers will order parts to individual specifications such
as size, ruggedness, speed, capacity, precision, or character set, which we see are
quality specifications. In software engineering terms, it would be like ordering a
Web server tolerant to network failures or able to service a certain number of clients
within a time limit. This view of quality emphasizes the quality of the product.

On the industrial engineering side, more emphasis is on providing the right envi-
ronment for software development and the concept of process is more prevalent, thus
defined to compensate for lack of education of programmers. The link to engineer-
ing may have put the focus on building the system right, efficiently and econom-
ically, as can be seen from early papers on the economics of program production
(IFIP 1968 Panel on Economics of Program Production). In the first two decades
of software engineering (1970s and 1980s), there was heavy emphasis on effective
management of software development, and ideas of quality lay in quality control,
verification, and validation (Mahoney 2004). Building the right system has been the
major goal of requirements engineering, still with functionality being more in focus
than so-called nonfunctional qualities. It is worthwhile to emphasize these two dif-
ferent sets of qualities in a system—one that will affect a system’s use or operation
and another that will effect its production. The former set will give users and buyers
the right system and the latter will give owners or developers a system that they can
maintain and evolve economically. Example quality characteristics for the former
are usability, security, and reliability, but for the latter, maintainability and interop-
erability. This division may be clearer than simply using terms such as internal and
external qualities, because it says who defines and measures the qualities and the
latter (i.e. internal/external metrics) relates to the object of the qualities, where the
focus is on what is measured. By emphasizing who defines qualities, it may become
clearer for whom or why the quality requirement is made and who will benefit from
it. Once this is clear, where to measure the qualities is secondary. The two camps
of product and process qualities, whose roots we have tried to convey above, have
developed standards in parallel and without much apparent link between each other,
but have recently started to create a bridge to one another.

The software architectural view is quite different from the engineering approach
to quality (Mahoney 2004). Software architecture is not only about components and
their relationships, but also about quality attributes. Designers need to build a soft-
ware architecture that meets the need of the defined quality attributes. Some qualities
are partly determined by architecture. Usability has nonarchitectural aspects, like
choice of widgets or layout, but also architectural aspects such as providing the user
the opportunity to cancel operations (Bass, et al. 2003, p. 73). Bass & John (2003)
have investigated architectural patterns that support usability. The patterns were
derived from studying scenarios, but architectural evaluation is based on writing
structured scenarios for quality attributes and defining a level of quality. In a survey
of software architecture evaluation of usability, Folmer and Bosch (2004) conclude
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that more research is needed in examining the architectural sensitivity of usabil-
ity patterns and discovering the relationship between usability patterns, usability
properties, and indicators. In subsequent sections, we will discuss scenarios further
because Chapters 3 and 5 use them as basis for evaluations.

It may be unfortunate that quality characteristics were defined early on as sepa-
rate features from functionality, because now, almost thirty years later, quality engi-
neers are recommending that we integrate functionality and quality—that is, think
of them together and not separately. Suryn’s view (this volume) concurs with this,
when he says: “Any functionality has its quality counterpart. FIND IT!”, or in other
words where there is a feature, there is a quality of that feature (or several qualities
relevant to that feature). Bass, Clements and Kazman state that functionality and
quality are orthogonal (Bass, et al. 2003). While it may be true that functionality and
quality can be defined independently—that is, for a functionality, a quality should
be defined—we question the statement of orthogonality and ask whether additional
functionality may not make a product more usable.

16.2.2 Early Discussions on Software Quality

Very early on, researchers and developers not only recognized that software prod-
ucts might be difficult to use (Boehm, et al. 1976), but also that defining metrics
for qualities was hard, and that conflicts between qualities were bound to emerge.
Boehm, et al. state three questions that would be asked by any buyer of a software
package: 1) “Can I use it as it is?”, 2) “How easy is it to maintain?”, and 3) “Can
I still use it if I change my environment?” The first one is a main question for the
user to ask, but the other two are something of a concern for the developer or the
producer. For the user, Questions 2 and 3 are more of economic questions: “How
costly is it to get an update or possibly a new version for my new environment?”
Recognizing that qualities overlap, a hierarchical structure of qualities was built to
understand which nodes had common ancestors. Relevant to this discussion, as-is
utility is defined in terms of reliability, efficiency, and human engineering. The other
two root qualities were defined as portability (to answer Question 3, above) and
maintainability (to answer Question 2, above). Boehm, et al. (1976) do not stop at
defining metrics but give a rate for how much work is required to evaluate those
metrics. Thus, they recognize that defining metrics and objectives for thresholds is
one thing and evaluating them effectively, resulting in reliable data, is another.

16.2.3 Development of Engineering of Human-Computer
Interaction

When the ACM CHI (Association of Computer Machinery’s Conference on Com-
puter Human Interaction) conference was established in the early 1980s, an engi-
neered human factors approach had been prevalent, emphasizing nondiscretionary
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use (Grudin 2005). With the CHI community, human factors disappeared from HCI,
and cognitive and usability engineering appeared. Although Norman’s submission
on cognitive engineering to the CHI conference in 1983 is cited as its definition,
Grudin (2005) remarks that from this time, the CHI conference has slowly stopped
identifying so strongly with engineering. Grudin proceeds, saying that while tra-
ditional ergonomic goals, such as speed, learnability, and memorability apply to
power plant operation, consumers abandon usability and utility for intuitive appeal.
Mentioning that the CHI community has learned not to rely on experiments in lab-
oratories, surveys, and such, qualitative in-depth methods such as learning from
discretionary users are more appropriate (Grudin 2005). Whether this implies that
systems are less engineered is not evident. Interestingly, Grudin never mentions the
word quality in his account of human-computer interaction.

We have discussed software engineering, quality, and human computer interac-
tion separately. Butler (1996), in his review of usability engineering on its tenth
anniversary, calls for an integrated approach to application development where
usability engineering fits a larger field of software engineering. Indeed this chal-
lenge has been met with various workshops and conferences, most lately with a
book on human-centered software engineering (Seffah, et al. 2006), where usability
is integrated into the software development lifecycle.

16.2.4 Automation of User Interface Development
with Formal Models

Abrahao, Iborra and Vanderdonckt (Chapter 1) address the question of whether
model driven architecture (MDA)-compliant methods can improve software usabil-
ity through transformation. Their future vision is that if the usability of a system
built in this way can be predicted, it is possible to talk about a user interface that
is usable by construction. Usability by construction is analogous to correctness by
construction (Hall & Chapman 2002), where correctness is built into every step of
the development process.

For requirements analysis, a computing independent model is built, which is
then translated into a code model, via a model compiler, which contains mappings
between conceptual primitives (PIM) and software representations. Many attempts
have certainly been made to establish a model-based approach for developing user
interfaces, but the authors of this chapter claim that no method has emerged because
it remains to be seen whether the quality requirement of usability has been met. As
we see in other chapters of this book (e.g. Harrison, et al. Chapter 3; Bernhaupt,
et al. Chapter 5), they propose to build a usable user interface by construction, but
not automatically.

Comparing the results of a user evaluation and an expert evaluation of the
resulting user interface, the authors found that the two types of evaluation uncover
problems originating in different development models—i.e., the computation-
independent, platform-independent, platform-specific, and code models. The
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evaluation without users revealed more procedure-oriented usability problems,
but the ones with users were more perceptual and cognitive.

The usability evaluations provided feedback on the improvement of the platform-
independent and platform-dependent model, which is necessary to improve the
transformations. Furthermore, experts can learn design guidelines and anti-patterns
from usability problems. These can drive model transformations.

The roots of model-driven development lie deep in the early 1950s when engi-
neers used domain models of civil engineering structures and Fortran infrastructure
to enable user engineers to develop domain applications (Boehm 2006). Previous
methods for UI development have suggested a combination of different models on
different levels of abstraction. In theory, it is easy to see how they can be supportive
and informative to developers, but it seems they have enjoyed limited popularity in
practice. An automatic tool to aid in the transformation, such as suggested in this
chapter, may remove the barrier of development costs of models. At the same time,
model-driven development gains mostly from standard domain models—e.g., for
banks or manufacturing. These can be reused, but the challenges are to handle con-
tinuing changes and domain restructuring when these occur (Boehm 2006). Method
developers need to understand that evolution does not only occur in the domain but
also in quality requirements because of customers’ demands (Eickelmann & Hayes
2004). Even though many of the barriers have been crossed and a critical mass is
using model-driven approaches, there are still many hurdles to surmount before we
can fully reap the benefits of this technology (Schmidt 2006).

The authors plan to compare a UI produced by an evaluation of an MDA tool to
a UI developed by an experienced designer. It will be interesting to learn about the
cost savings of an MDA. We speculate that the start-up cost of using an MDA may
be considerable for companies that need to use new tools and methods. Another
challenge for the proposed method is to be able to include, at the same time, other
relevant quality attributes such as fault tolerance or security.

16.2.5 Balancing Features and Quality

Increasing demands from customers to buy, learn how to use, and then oper-
ate software right away, can escalate demands on software developers to deliver
desired qualities and the right features economically. With this motivation, Suryn
(Chapter 2) starts his passage through software quality engineering. While the
chapter by Abrahão, et al. reviewed in the previous section is concerned with devel-
opment models of the product, this chapter directs its attention mostly to process
models. Beginning by explaining quality in relation to widely known capability
maturity standards and the software engineering body of knowledge, the chapter
moves on to introduce basic concepts in software quality engineering. Early in the
chapter, we are reminded of the definition of engineering and immediately as we
think about “the application of a continuous, systematic, disciplined, quantifiable
approach to the development,” we need to ask whether products that are built by peo-
ple processes for people can ever be described this way. Stating that measurement



16 A Green Paper on Usability Maturation 391

is a pivotal activity in quality engineering, we also need to answer the question of
why we need to measure and what efforts are spent on the measurement—i.e., the
feasibility of the measurement. Of Suryn’s reasons for measurement, perhaps the
most relevant is that we can use it as a basis for making complex decisions based on
evidence instead of guessing.

In Suryn’s review of the software engineering body of knowledge, he concludes
that quality requirements specification is not addressed, therefore testing is generally
limited to a validation and verification process, and finally that practical aspects of
engineering quality in products are omitted. We will dwell on the first gap identified.
The relationship between needs and quality requirements has to be created, by iden-
tifying stakeholders’ needs (stated and implicit) and transforming them into func-
tional and quality requirements. After quality requirements are known, they need to
be translated into internal and external qualities and qualities in use. This relation-
ship and transformation is probably much more complex than is recognized today.
Suryn divides requirements into three categories and not the traditional two. He
divides them into functional, non-functional, and quality requirements, with quality
requirements falling into one of three categories of ISO/IEC 9126—internal, exter-
nal and quality in use requirements. Suryn suggests a fourth category—operational
quality requirements—which are appropriate to define when use of the software
product is expected to be widespread. This suggestion agrees with the recognition
that quality requirements need to be tailored to different contexts, and acknowl-
edges the increase in user numbers and the escalating emphasis on the operation of
software.

Experience has shown that a complex set of quality attributes may be a hindrance
to the use of quality models, and that developers’ comprehension of these attributes
is low. Suryn’s conjecture is that the reason developers only mention a few attributes,
is not the complexity of quality engineering, but simply lack of quality engineering
awareness.

To overcome the obstacle of quality engineering being far distant from develop-
ment processes, Suryn proposes a software quality implementation model (SQIM)
that aims to take an integrated approach, instead of adding quality after the fact.
The model maps the different types of quality categories mentioned above to the
different software development phases.

Another gap Suryn identified, mentioned above, is that software engineering
lacks practical approaches. Realizing that software developers, or sponsors of
projects, have limited funding, he claims that functionality and quality are natural
enemies—provided that cost is kept constant, increase in functionality implies that
quality will suffer, and vice versa. This is an interesting statement and in many ways
true. Musa’s statement, claiming that users view quality as a tradeoff between relia-
bility, cost, and time of delivery; or Boehms’ statement that quality is a win-win set
of quality factors, concurs with this view (Eickelmann & Hayes 2004). Continuing
to focus on the association of features with quality aspects, as mentioned earlier,
the chapter proposes that each functionality has a quality counterpart, thereby
shifting the analyst’s attention to quality and not just functionality, as typically
occurs. Similarly, Mead (Eickelmann & Hayes 2004) is concerned that quality
characteristics may be viewed as inferior to functionality, and proposes that quality
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forms a set of first class requirements, as primary as any functional or similar ones.
It may be interesting to learn whether it is easier to associate quality with individual
functions or features, whole systems.

Although Suryn’s chapter argues for the integration of the quality engineering
and software development processes, it recognizes that the synchronization of the
two aspects is hard. It depends on the goals set and the available resources, partic-
ularly the maturity and the size of the organization. Hence, the context of develop-
ment is of utmost importance when deciding on the development process model.
True to this statement, Suryn hints at deviations from strict processes, and acknowl-
edges the need for agile development, but still wants to hold on to acquiring and
maintaining knowledge about software development processes. We will discuss this
point further in the section after the next one.

16.2.6 User Experience Requirements: Exploration
and Modelling in an Agile vs. Formal Development

Harrison, Campos, Doherty and Loer (Chapter 3) discuss the role of models as
descriptors of user experiences in ambient and mobile systems. The authors are con-
cerned with modeling and development processes when they discuss the usefulness
of formal models vs. prototypes. They look for opportunities to express those mod-
els agilely and early in the development process. They describe two case studies, one
of a traditional usability requirement and a second one focusing on user experiences
in ambient and mobile systems. Besides eliciting user experience requirements, they
are also concerned with evaluating models based on those requirements. The ques-
tion is whether it is possible to use a prototype to validate usability requirements
in real contexts. How detailed does the model describing software need to be to
allow confidence in potentially expensive design decisions? Not only are the authors
concerned with types of models for building ambient and mobile systems, they are
also interested in their users. Because the goal requirements include user experience,
the main users of the models are human factors and domain experts. For other types
of qualities, the model users could well be other experts.

The chapter presents an overview of elicitation techniques—that is, methods to
retrieve and gather knowledge necessary to understand requirements. In a section on
analysis, a range of techniques different in formality are discussed and explained,
from prototypes to scenario analysis to more abstract formal methods such as traces
through scenarios, which are sequences of states or actions. The aim of this, through
a review, is to reveal a situation where a property does not hold. The properties
or questions are articulated in linear temporal logic (LTL), and then subsequently
used to check statecharts using the SMV model-checker. Methods have been sug-
gested to review changes to current conceptual models, which aim to link concrete
instance examples to abstract conceptual models, and thereby establish traceability
between them (Haumer, et al. 2000). The discussion on the usefulness of concrete
vs. abstract methods, and on whether more formality gradually removes emotional
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and motivational aspects is very much alive (Diaper 2002). Instead of focusing on
only one method, one of the primary aims of Harrison and his colleagues has been
to look at synergies between methods such as modeling and scenario-based eval-
uation. The approach used is to explore (in a model) different physical paths in a
particular environment. As types of systems evolve, and we move towards more
intelligent, ubiquitous, and pervasive systems, we need to reconsider what types of
models are needed while perhaps still requiring safety criticality (Sutcliffe 2003).
Leveson agrees with this, stating (Eickelmann & Hayes 2004) “Use methods for a
particular application and development context. Developers should understand that
quality is high priority.” As in all modeling, one of the challenges stated here is to
describe a model at an appropriate level of detail—that is, how much knowledge you
need to capture and what you can leave out. With prototypes classified as agile tech-
niques, the authors suggest an approach that combines formal and agile techniques
in situations where formal rigor is necessary by combination with a scheme, which
allows users to experience the system. A process cycle for experience requirements
exploration is suggested, which, starting from scenarios, continues to prototypes
that are abstracted in models and are finally used as a basis for creating traces used
by experts during analysis.

Finally, the chapter identifies concrete properties that can capture important
features of users’ positive experience and hence users’ acceptability, but the
authors admit that they are not necessarily conventional usabilities. Another set
of experience properties are identified as being difficult to verify in scenarios and
should be modeled and evaluated differently. In the beginning of this section,
we mentioned human factors and domain experts as users of the models, and the
authors emphasize that their role is substantial in discovering anomalies within these
models.

The chapter identifies two important issues for future research. The first is about
mapping between models and prototypes. The second is about identifying types of
requirements suitable for expression in different classes of models and how to ensure
practical consistency between them.

16.2.7 Are Software Engineers Not Empathetic
of User Experiences?

While Harrison, et al. (Chapter 3) mostly talked about agile and formal techniques
for building models within the software development process, the chapter by Ambler
(Chapter 4) is more focused on process. Similarly, because the former chapter
was concerned with stakeholders—i.e., human factor and domain experts—Ambler
wants to explore how software developers using agile methods can contribute to the
user experience (UEX) community. Thus, both chapters look at differences between,
and perhaps integration of, HCI and SE approaches. While the former focused on
dissimilarities in the types of requirements we set for systems, the latter consid-
ers the integration of different communities. The former focuses more in terms of
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product models and the latter more as process models, although both have a good
understanding of products and processes.

Ambler carefully describes each of the two camps—UEX and agile software
development (ASD)—pointing out the differences and misconceptions of each com-
munity. For many years, scientists and practioners have attempted to integrate the
communities of HCI and SE. Seffah and Metzker present obstacles between usabil-
ity and software engineering (Seffah & Metzker 2004). One of their conclusions
is that a computer-assisted usability engineering platform is needed and that only
then will user-centered development be taken seriously. They further remind us that
software development has a long tradition of testing and measurement, which the
user-centered design (UCD) community can benefit from.

Similarly, as in Chapters 1 and 3, Ambler looks at the role of modeling in soft-
ware development. In addition to the requirements modeling that Harrison, et al.
discuss, they remind the reader of the need to model the architecture to get an
overview of the work. Following the agile manifesto, modeling should only be done
just in time and then in model-storming sessions that are not planned and will take
a very short time—typically 5–10 minutes—and seldom more than half an hour.
One must still ask how this scales up and whether it is different in complex, large
systems.

In agile methods, testing for quality is not performed unless you aim to guarantee
particular requirements. Hence, if there are no usability requirements, the system is
not tested for usability. If, however, usability testing is included, methods such as
play-acting have been added to agile projects. In this method, team members act as
the computer, but users control the system, and a separate member plays the help
system. A comparison of testing in agile methods reveals that testing is prevalent,
including unit, integration, and acceptance testing. Weyuker (Eickelmann & Hayes
2004) concurs with this view when she states that testing is the all-important devel-
opment phase.

Ambler, like Harrison, et al., suggests a method that is synthesised from ASD
and UEX to close the gap. In the synthesized method, one of Ambler’s recom-
mendations is for ASD professionals to accept that usability is a critical quality
factor. Not wanting to go so far as to say that software engineers are not empathetic,
Diaper proposes that this attitude be remedied (Diaper 2002). Parallel to Suryn’s
concern (Chapter 2), it is advocated that awareness of quality, especially usability,
needs to be raised. This is one of the challenges that Ambler identifies—namely, that
usability experts write for other usability experts, but not for software developers in
general, who present a much too narrow view. It is possible that in an attempt to build
a computer-human interaction community, and to strive for its existence, segregation
from other important components and qualities has occurred. In agile development,
no one team member is a specialist because they are supposed to rotate their roles.
This may be an incentive to share the expertise of individual quality characteristics,
such as security, usability, and performance. However, knowing that each of these
issues is complex, it is hardly realistic for one person to have such a wide knowledge.

It is too narrow to only address a single quality characteristic of a system in
a method for elicitation and evaluation of quality. As Ambler (Chapter 4) points
out, user interfaces are important, but so are many other components, such as
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databases and networking. Presenting a very general approach, as described by
Suryn (Chapter 2), is too general for practitioners. Whatever processes and life-cycle
models are chosen, they need to be appropriate for the situation and their benefits
must be supported by evidence through empirical research (Abrahamsson, et al.
2003). Pfleeger states: “Be critical of your quality methods and use evidence to
reassess its [sic] usefulness” (Eickelmann & Hayes 2004). Even a single develop-
ment team needs its own evidence that its methods are working. A team needs to
be mature enough to be able to make such improvements. In the same resolution,
Basili states that a software process needs to be documented to be able to make
improvements (Eickelmann & Hayes 2004). Without documentation of processes,
and instead relying on tacit knowledge, we ask how improvements in agile projects
can take place. With experts on the team solving problems seen before, tacit knowl-
edge may be sufficient. Planning—including architectures or risk analysis—can
avoid making costly mistakes, but on the other hand may hinder necessary updates
or make these updates expensive (Boehm 2002). What we miss from this discussion
of people’s skills—e.g., being specialists or generalists, or UEX vs. ASD—is the
level of skills (novice, intermediate, or expert). Previously, the concern has been
raised that agile methods may be more suitable for teams, including experts (Boehm
2002), and that there is potentially a shortage of such expertise, but that you are
bound to fall short of good designs if the team consists of all novices. While this
may be true of every method, a novice trained with documented processes or best
practices is more likely to succeed. Research has shown that a novice pair of pro-
grammers can do better solving difficult tasks than a solo programmer, but that an
expert pair solving a repeated task is no better off than a solo expert (Lui & Chan
2006). Whether this result translates to design has yet to be seen.

16.2.8 Quality Software Using Novel Interaction Techniques
Needs a Synthesised Approach to Evaluation

As we have discussed in a previous section, quality attributes cannot be viewed
in isolation but need to be in harmony with one another. Increasing demands for
accessibility and new user interaction technologies are bound to call for new evalu-
ation approaches or a synthesis of current ones. Bernhaupt, Navarre, Palanque, and
Winckler (Chapter 5) propose a new approach, which combines model-based spec-
ification and empirical methods for usability evaluation of multimodal interactive
applications that need to meet different quality needs such as usability and relia-
bility. With this, the authors hope to remedy two deficiencies—lack of support for
understanding the detailed behavior and poor integration of usability results into the
whole development process. Both deficiencies are remedied with increased model-
ing but the models (i.e., a formal description of multimodal interaction applications)
will inform a traditional UEM.

The chapter presents an overview of multimodal systems, giving examples of
input and output interaction techniques and devices. The authors stress that during
usability assessment of multimodal interfaces it is not enough to evaluate the user
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interface per se but to view devices and interaction techniques together. When sur-
veying UEMs for multimodal interfaces, the authors identify gaps. Examples are
expert evaluations, where experts and guidelines in multimodal systems are scarce.
A case study for a space ground system in a satellite control room is described
to illustrate where two quality attributes are required—usability and reliability. The
chapter illustrates multimodal interaction on a pair of buttons that are used to control
the point of view of a 3D model and interact with a range slider for selecting tem-
perature and monitoring energy consumption. A concurrent task tree (CTT) model
is used to describe the tasks.

The normal way to proceed in usability evaluation is to select frequent tasks
for evaluation. For safety-critical systems, this is different, because preferably most
tasks need to be evaluated. This is further complicated with multimodal systems,
because given the number of modalities, the number of combinations rises. There-
fore, the selection of tasks and modalities to test becomes a critical issue. To solve
this, equivalence classes of scenarios are identified. To evaluate the approach, the
authors tested the multimodal system using user testing and cognitive walkthrough.
The approach used by Bernhaupt, et al. is in the same class as that of Harrison,
et al. (Chapter 3), in that interaction scenarios are created, but Bernhaupt, et al. uses
a Petri net that is automatically generated from an interactive cooperative objects
(ICO) model. What further distinguishes their approach is that it describes low-
level interaction techniques, which the authors claim can have a significant impact
on the results and interpretations of usability test results. Another objective, which
the authors seek, is to change the ICO models as the results of usability evaluation
prescribe.

The authors identify several future research issues, including investigating
combinations of user testing and model-based evaluations, and also applying
the approach to a real ground segment information treatment system. Further
investigations of the reliability of multimodal systems are beyond the scope of the
chapter and will be reported separately.

16.3 Quality in Interaction

An entity of which quality is assumed to emerge when it is in use and can be evaluated with
the involvement of users or user surrogates.

Quality in use (QiU) is a property of interaction. QiU is characterized by func-
tionality, reliability, efficiency, usability, maintenance, and portability (ISO 9126).
A number of usability evaluation methods (UEMs) have been developed to assess
quality as usability, with or without involving users, and with low-fidelity or high-
fidelity prototypes. The fact that UEMs are diverse in terms of their applicability,
implementation, sensitivity, constraints, and prerequisites, further complicates the
evaluation of interaction quality because interaction is not just user-system, but also
user-UEM, and UEM-system. Given these intertwined factors, the challenges are
to identify the scope of a particular UEM (Figure 16.3), and to operationalize user
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goals and interaction types in user- and task-modeling. User experiences (UX) are
the focus of this perspective (Figure 16.4).

Five chapters in Part 2 address three different aspects of quality in interaction,
albeit to various extents:

• Conceptual—theoretical frameworks on the nature of interaction
• Methodological—techniques and metrics for evaluating interaction quality
• Practical—transfer of concepts and methods from research to practice or vice-

versa

Besides, each chapter stimulates us to reflect on some challenges, which are now
highlighted in turn.

16.3.1 Usability Evaluation of Social Software:
Old Methods for a New Trend?

In their comprehensive chapter, Lindgaard and Parush (Chapter 10) touch upon the
evolving notion of usability. In particular, they underscore how the utilitarian view
of usability (i.e., better usability leads to greater productivity) is challenged by the
emotional view (e.g., better usability leads to higher pleasure). The former focuses
on individual performance, while the latter on social experience. Indeed, the social-
ization wave of Web 2.0 has created a rapidly changing IT landscape, catching many
HCI researchers and practitioners without strong CSCW backgrounds unprepared.
Software applications enabling communication, interaction, and collaboration tran-
scendent of time and space are expanding (e.g., blogs, wikis, Flickr, del.icio.us,
Skype, to name just a few). The number of users of such social software is esca-
lating. How satisfied are users with these emergent tools? Noteworthy is that these
users are people from every walk of life; the population of online communities is
increasingly heterogeneous. While today’s social software has roots in 1990s group-
ware, it is more versatile and light-weight, and able to support a wider range of
group activities more dynamically than the latter. Furthermore, the blurring bound-
ary between work and everyday life is broadening the concept of context (includ-
ing people and cultural mediators/artifacts), and multitasking with multiple users
and multiple tools (i.e., swift change of context with mobile applications) becomes
prevalent (Bødker 2006). All these factors add to the major challenge of evaluating
social software.

The high incompatibility between group activities and usability lab environments
(Grudin 1994) calls for field and longer-term evaluation as well as adaptation of
existing usability evaluation methods (UEMs) and metrics, which are normally
employed for single-user applications. Lindgaard and Parush sharply point out that,
while the extensibility of conventional UEMs for evaluating usability of groupware
and CSCW systems seems demonstrable, it is dubious whether the scoping of these
adapted methods is comprehensive enough to cover most, if not all aspects, of col-
laborative experience.
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Effectiveness and efficiency—two prongs of tripartite usability (ISO 9241-
11)—may no longer be significant quality attributes for social software sup-
porting unstructured tasks. Conversely, user satisfaction, which can broadly be
defined to include some user experience attributes (Law, et al. 2006), becomes the
main concern. There are already several issues concerning measurement of user
satisfaction—it is gauged by a variety of standardized and homegrown instruments
with vaguely defined constructs (Hornbæk 2006), after but seldom during interac-
tion with a system (NB: one notable exception is Hassenzahl & Sandweg 2004).
The timing of measurement can be critical given the ephemeral nature of user
emotion and experience. Existing UEMs are deemed inappropriate for assessing
user experience lest flaws such as methodological reductionism and conflation errors
be made (McNamara & Kirakowski 2006). Besides, relationships between fuzzy
quality attributes associated with group interactions (e.g., trust, social presence,
awareness, fun, attractiveness, and cohesiveness) and conventional usability metrics
need to be defined and refined (cf., Preece 2001). In summary, we face a number
of challenges to identify and develop valid usability evaluation techniques and
metrics specifically suited for social software. Solutions entail deep reflection on
the prevailing concept and practice of usability, as well as improved understanding
of social interaction.

16.3.2 HCI Theories Cauldron: More or Less Spicy Ingredients?

Lindgaard and Parush stress that while theoretical frameworks embraced in the
field of HCI (including activity theory, situated cognition, and distributed cogni-
tion) enable us to understand the impact of social context on usability, the problem
of translating such understanding into practice remains to be resolved. We extend
their point by adding that, while identifying which social contextual factors are
relevant to a particular evaluation situation is already a challenge, it will even be
more challenging to operationalize them. In fact, the user experience movement has
thrown more theories into the HCI cauldron, such as Mihaly Csikszentmihalyi’s
(1997) flow theory and its increasing applications in HCI (see Pace 2004), or John
Dewey’s and Mikhail Bakhtin’s pragmatist approach to technology as felt experi-
ence (McCarthy & Wright 2004). Whether the potions extracted can shed light onto
the issues concerning design, usage, and evaluation of new-generation interactive
systems remain to be seen. Theories should be able to explain or predict the phe-
nomena of interest. HCI theories tend to be poor on both prediction and explanation.
There is a lack of theories to explain or predict intriguing observations in usabil-
ity evaluation, for instance, in which contexts usability measures of various types
(Hornbæk 2006) are correlated (or not) —why, and to what extent? Which factors
contribute to developers’ problem fixing strategies (Law 2006)? How do usability
practitioners perceive design situations (Furniss, Blandford & Curzon, Chapter 7)?

Methodological and practical concerns are concomitantly raised through the
above reflection on the theoretical development in HCI. Specifically, how do the-
ories inform the practice of usability? Savioja and Norros (Chapter 6) illustrate how
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activity theory can explain the multiple roles of tools—instrumental, psychological
and communicative—in mediating activities related to the operation of complex
interactive systems such as a nuclear power plant. In criticizing the narrow focus of
current usability evaluation practice on the instrumental function, the authors advo-
cate a more holistic view known as systems usability to address the other two func-
tions as well. Furthermore, the authors attempt to integrate in their framework other
psychological and philosophical concepts, such as Dreyfus’ embodied intention-
ality and Gibson’s affordance. However, these rather elusive concepts are abstract
and thus inaccessible to practitioners, despite the authors’ ambition to translate and
apply them in their own context. Apart from reiterating the importance of context
and triangulation of different data sources, which are part of current established
methodology, Savioja and Norros insightfully base their definition of good practice
on the distinction between external and internal quality of task performance. All
in all, the challenge faced by HCI researchers is the integration of theoretical con-
cepts into a coherent whole—a single effective unified HCI theory seems too big a
challenge to achieve.

16.3.3 Dialectic Interactions: Dynamic Humans vs. Adaptive
Systems

Methodologically, Savioja and Norros address an apparent paradox inherent in task
analysis: how can the analysis of existing, predefined tasks effectively inform the
development of a new tool, whose introduction into emerging tasks will dialectically
change the very nature of the activity of which such new tasks are an integral part? In
the same vein, the authors also express their concern about the generality of results
of the normative task analysis to the profile of future users of the new tool. These
apparent constraints in the design process seem inevitable (cf., Carroll, Kellogg &
Rosson’s [1991] Task Artifact Cycle).

Concerning the relationship between user profile and system usage (Figure 16.3),
it is a well-recognized fact that user needs and goals are dynamic, evolving with
societal and economic changes that can (partly) be attributed to technological devel-
opments. Technical systems, in turn, also evolve with changing user requirements.
Concomitantly, interactions between these two entities evolve as well. Users, sys-
tems, and interactions are tightly coupled and mutually stimulate and constrain each
other. We coin the term evolvable interaction with the qualifier evolvable by bor-
rowing from a specific research area (evolvable systems), which investigates the
application of biologically inspired concepts to implement adaptive hardware. We
retain the connotation that users and systems co-evolve through interaction. Besides,
evolvable connotes self-regulation and self-adaptivity. Human users are known to
be rational and adaptable, creating workarounds for usability problems. Similarly,
adaptive systems are designed to adjust to user preferences or even to accommo-
date user errors. The dynamics of these two entities render their interactions rather
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unpredictable. Evaluation of human-machine interaction thus becomes increasingly
challenging, calling for knowledge and competences in multiple domains.

16.3.4 Paradigm Shift: From Utility to Beauty

Other HCI researchers have attempted to qualify different kinds of interaction,
including instrumental interaction, that generalizes the technique of direct manipu-
lation (Beaudouin-Lafon 2000), and in stark contrast, oppressive interaction (Fiore
2004), which denotes the suppression of designers’ free imaginative expression by
the formalist and functional views of human-computer interaction. Fiore (2004)
proposes a paradigm shift—the aesthetics of interaction through the interface—
to emancipate both designers and users. Specifically, the HCI community should
reckon with redefining, as well as expanding the scope of the roles of designers and
users and enable the aesthetic experience of using the artifact and of creating it.

The advocacy of such a paradigm shift from the utility of interaction (objective,
tangible, measurable) to the beauty of interaction (subjective, intangible, indetermi-
nate) is consistent with the augmenting views of user experience (Law, et al. 2006)
on the one hand, but seems contrary to the recent attempt to reinstate arguments for
quantifying usability (Sauro 2006) on the other hand. The tension between the two
paradigms can be seen as instantiating the perennial tug-of-war between qualitative
and quantitative approaches. Such tension, however, can be useful in stimulating
methodological innovations accommodating both approaches.

16.3.5 Discount Methodologies: What are the Boundary
Conditions?

Furniss, et al.’s (Chapter 7) exploratory study on usability practitioners illustrates
the application of qualitative analysis based on grounded theory (Strauss & Corbin
1998), which is gaining ground in the HCI community. The authors corroborate
the so-called outward movement of research, shifting from technical method devel-
opment, to the practitioner, to the context of use (i.e., organizational issues), and
eventually focusing on value creation through usability practice. In other words,
analysis is done at a higher level of abstraction to examine factors influencing
usability work. Their discussion is elaborated along four dimensions: i) methods and
processes—selection and adaptation of evaluation methods and procedures contin-
gent on clients’ needs and organizational constraints; ii) relationships—the strength
of the relationship between usability specialists and developers influences the up-
take of evaluation results; iii) communication and coordination—high-bandwidth
communication between evaluators and designers can avoid making wrong fixes
and enable making more informed decisions; iv) psychology and expertise—how
usability specialists’ expertise acquired through practical experience influences their
perception of design situations and process.
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Furniss and co-authors have identified some problems in the usability practice
of Web designers; these problems have largely been neglected by methodological
research in usability engineering. In addition, the authors’ work has stimulated us
to ponder about the design of research studies in HCI. As noted earlier, qualitative
approaches are gaining popularity and acceptance. However, there is a tendency to
(over)simplify steps perceived to be too complicated or resource-demanding, lead-
ing to some easy-to-run-even-by-novice approaches—e.g., discount ethnographies
instantiated in the form of contextual inquiry and cultural probes, which, strictly
speaking, are not genuine ethnography, but share some broad resemblance as a fam-
ily of qualitative studies and produce different types of outcomes (Dourish 2006).
Similarly, grounded theory normally entails iterative coding processes and multiple
raters, but can we tag a field study as grounded theory when there is only one rater
who codes a dataset once? This trend of simplification can be associated with the
birth of discount usability engineering in early 1990s. However, some researchers
point out that discounting usability evaluation methods (e.g., discount user tests,
heuristic evaluation, and streamlined cognitive walkthrough) may undesirably,
and naturally, discount results as well (e.g., Cockton & Woolrych 2002); graceful
degradation, as a justification for simplifying methods, can be discarded as a myth.
Paradoxically, there seems a need for such simplified approaches, given all sorts of
organizational and budgetary constraints. However, it is imperative that researchers
understand and report the limits of simplified tools and the corresponding
outcomes.

Cocomitantly, our concerns are: if a research study is claimed to be based in
an established methodological approach, but the actual practice deviates from the
standard procedure, how far is such a deviation regarded acceptable? Put differently,
what are the boundary conditions for qualifying variants of established research and
evaluation methodologies as valid (e.g., the recurrent debate about appropriate sam-
ple sizes for usability tests; Lewis 2006)? Should there be guidelines for applying
and reporting such qualified variants (structured report formats for usability evalua-
tion), thereby legitimating comparisons across studies?

16.3.6 Necessity and Utility of Software Standards

Clearly, our attempt to bring usability to maturity is neither the first nor will it be
the last. Earthy and his colleagues (e.g., 1998) have developed a usability maturity
model (cf. a recent survey; Jokela, et al. 2006), which focuses on assessing the
status of human-centered design (HCD), or user-centered design (UCD) practice
in organizations and is primarily based on ISO 13407. Jokela (Chapter 8), based
on empirical experience, identifies the weaknesses of this standard, including being
imprecise, unbalanced, with inconsistent terminologies within and across standards,
too abstract for translating into practice, and with ambiguous wordings leading to
confusion. With results derived from meticulous analyses, Jokela presents a detailed
proposal on revising the standard. As already pointed out by the author, the proposal
entails empirical validation to ensure its usability.
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In fact, Jokela’s critiques of ISO 13407 can actually be seen as highlighting gen-
eral ailments of other standards, which are meant to inform software design and
evaluation such as the widely cited ISO 9126 and ISO 9241. The applicability of
these standards to ever-changing IT products cannot be taken for granted, consider-
ing that these standards normally need to go through lengthy ratification processes
and thus may not be able to stay in sync with rapid IT development. Clearly, stan-
dards should be useful to a certain extent. Otherwise, they would have long been
abolished (Good 2003). However, a major weakness we identify in software qual-
ity standards is the definition of metrics and measurements, e.g., Effectiveness in
9124-11, Attractiveness in 9126-2, and Reliability in IEEE 1061 (see also Law &
Hvannberg 2006). An implication is that we need not only quantitative but also
qualitative metrics.

Furthermore, a quality model should make the general term quality specific and
useful when engineering requirements, and as an aid to understanding, controlling,
and improving a product (Firesmith 2003). Should the adequacy of a quality model
be evaluated based on its coverage of the widely adopted ISO/IEC 9126-1 standard?
The answer, unfortunately, is uncertain. On the one hand, assuming that ISO 9126-1
is a generic basic framework applicable to all software products, then a quality
model will be seen as defective if it omits any of the characteristics addressed in the
standard. On the other hand, this generic standard needs to be customized to address
specific organizational constraints and product goals; it is legitimate to select a
subset of the characteristics without jeopardizing the adequacy of the model. As
depicted in Figure 16.2, the necessity and utility of establishing software standards
requires further empirical evaluation—experience reports and case studies on apply-
ing standards should be collected and systematically analyzed. Besides, the acces-
sibility of standards in terms of ease of access, ease of use, and of understanding
and openness should be improved. Specifically, the purchase of standards is rather
costly; it may be a barrier for otherwise higher usage. The HCI community needs
to be better informed about standards under development—the related information
seems restricted to a handful of people involved; the standardization body may even
consider taking a radical approach to opening up the development process to invite
input from interested individuals or organizations.

16.3.7 Return on Investment: Mathematics, Money, or Mindset?

Paternò and Santoro (Chapter 9) present a lucid framework for remote usability eval-
uation (RUE)—a maturing approach that becomes more and more important, given
the globalization of companies and their widely distributed customers. RUE is meant
to mitigate one major problem of traditional lab-based user-based testing—high
costs incurred (lab facilities, test participants’ productivity loss, travel). However,
no data about the systematic cost-benefit or return-on-investment (ROI) analysis of
RUE as compared with other usability evaluation settings (lab-based or field study)
are yet available. Indeed, ROI for usability is a tricky issue (Mayhew & Tremaine
2005). Flaws and myths are found with assumptions underlying sophisticated
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mathematical models and their usages (Rosenberg 2004). Probably the effective-
ness of ROI arguments for benefits produced by usability is not (only) a matter of
mathematics but (rather) a matter of their compatibility with stakeholders’ mindsets.
In other words, like usability evaluation outcomes, the persuasiveness of results of
ROI analysis for usability hinges crucially on who presents to whom in which way
(Dray, et al. 2005).

16.3.8 Evaluation of Multimodal User Interfaces: Automatable?

As pointed out by Paternò and Santoro, there are inherent limitations of RUE,
though related research studies demonstrate that outcomes of RUE and those of tra-
ditional approaches are somewhat comparable. Despite progress on data-capturing
and data-analysis techniques driven by supportive technologies (i.e., eye-tracking
devices, psychophysiological response measuring kits), there are still many method-
ological and technical challenges. It is deemed essential to garner both quantitative
data (e.g., logging) and qualitative data (e.g., spontaneous verbal comments); it is
not enough to know what and how often users surf, or stare at, a certain website. It is
more important to know why they do so. Moreover, data triangulation can substanti-
ate the validity and reliability of empirical findings. Nevertheless, synchronizing as
well as analyzing a large corpus of multimodal, multi-source data, and synergizing
the results, entail the considerable efforts of a team of experts from different disci-
plines. How can we streamline such a resource-demanding process? Is automat-
ing data analysis and visualizing outcomes an effective means? WebRemUsine,
depicted by Paternò and Santoro, seems useful for dealing with quantitative data.
When it comes to multimodal data (e.g., videoclips), human interpretation is still
required. Indeed, existing automated qualitative data-analysis tools are reckoned
ineffective. With the ever-increasing uses of multimodal interfaces (Oviatt 2003), is
the usability community equipped with the appropriate tools and techniques to deal
with the next generation of IT?

16.4 Quality in Value

An entity, whose quality is assumed to have real world impact, can be evaluated over a span
of time and space with users and operational data.

Value is addressed in two ways in Part 3’s chapters. Some chapters focus on increas-
ing the value of usability practices for software development. Others focus on
increasing value for users. Part 3 is mostly forward-looking, although with some
HCI history and case study material. In all cases, however, the emphasis is on what
usability should be, not what it is now. This is appropriate given the theme of the
book, as our visions of how usability is to mature will shape the course we set for
it. In the previous section, “Quality in Interaction,” the future is seen in terms of



404 E. L.-C. Law et al.

expanding conceptual scope, improving methodology, and transfer from research
into practice. Such headings also work well for the future of usability as quality
in value. However, instead of scope expanding to chase new interaction paradigms,
techniques, and modalities, quality in value approaches spread evaluation measures
to focus on outcomes rather than interaction. In the process, methodologies must be
extended by researchers and practitioners. The key difference between approaches
for quality in the system, interaction, and value lies in what gets measured and/or
assessed. The scope extends from technical system features and qualities, through
interactive behaviors and qualities, to achievements within sociodigital systems.
However, in all cases, maturity can be tracked via methodological improvements
and transfer from research to practice.

Part 3 offers both evolutionary and revolutionary approaches. Methods can
be extended and evolved to provide more value for development. For Hornbæk
(Chapter 12), this is by offering ideas as well as reporting problems. For Rosenbaum
(Chapter 15), this is by improving integration and alignment with development and
business needs. Alternatively, by shifting the focus away from current usability
measures, a revolution in evaluation is sought. For Cajander and her colleagues
(Chapter 11), value is achieved by delivering long-term well-being for work-based
users, rather than just quality in interaction. For Sikorski (Chapter 14), value has
an economic meaning and reflects the relationship between perceived value and
perceived cost for consumers. For Cockton (Chapter 13), value has a wide mean-
ing, based on a general understanding of worth, as in the usage “what something is
worth” (Cockton 2006).

Worth motivates because it deserves, or brings compensation for, whatever is
invested in it, whether this is money (repay), time, energy, or commitment (justify).
Designing worth means designing things that will motivate people to buy, learn,
use, or recommend an interactive product, and ideally most or all of these. Sikorski
covers value from all of these perspectives. For business and development stake-
holders, usability approaches that demonstrably create value for customers could
bring compensation for usability costs and efforts. In short, customer worth should
make usability worth it, as does making usability more cost-effective and expanding
its contribution to development.

Cockton’s chapter provides a framework for this overview of Part 3. He pro-
poses the construction of worth/aversion maps (W/AMs) to capture the intended
and achieved worth systems created in sociodigital fusions by the development of
interactive software and media. Based on laddering approaches from consumer psy-
chology, W/AMs relate product attributes to other worth system components.

W/AMs can be inspected for breadth, balance, and spread. For Cockton, breadth
is achieved by considering the full range of stakeholders, but it is clear from Cajan-
der, et al. that this must be understood as the full range of stakeholders’ needs.
They add breadth to sociodigital worth systems by considering user health and
well-being. Cajander and co-authors note that such breadth is not new, especially
as regards values in work systems. Scandinavian research has a strong track record
here, but what is not new are discussions about relations (associations). However,
the aim with worth-centered approaches is to go beyond the scholarly and politi-
cally engaged discussions in such information systems’ research to create explicit,
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effective, articulated, and evaluative design and evaluation techniques that can cre-
ate and maintain a focus on value throughout development. Good intentions need
effective support beyond user participation to encourage and support accountability
for how intended worth is communicated, envisaged, and evaluated.

Worth motivates, but some usage consequences demotivate. Poor health from
poorly designed systems is something to which all should be averse. Part 3 authors
rightly cover aversion as well as positive value, and thus add to the balance of worth
system inspection. If we merely focus on the positive, we will not consider negative
factors that can degrade and even destroy the achievable worth of a digital product
or service.

In the laddering approach adapted by Cockton, worth and aversion both result
from associations between product attributes, usage consequences and the value
systems of individuals and organizations. Means-end chains connect attributes, con-
sequence and value in a hierarchy of associations. Positive consequences support
value systems. Negative consequences undermine them. Worth spread reflects the
extent to which usage consequences connect with personal values. Part 3 chapters
explore worth relationships between product attributes, usage consequences, and
(when well-spread) value systems. In the case of development worth, two prod-
ucts are in focus: the software/media system under development/production, and the
usability methods that aim to add value to the development/production process. By
focusing on these methods’ attributes, and the costs and consequences of their use,
Part 3 authors argue for new potential development worth systems from maturing
usability.

Cockton’s worth systems are now used to structure this review of Part 3, first
considering usage worth systems and next development worth systems. For each, in
terms of the laddering constructs used to structure W/AMs, authors draw attention
to product attributes, usage consequences, and impacted values. Authors’ positions
are now reviewed in these terms.

16.4.1 Usage Worth and Usability

A system is worth using if it delivers value to users and stakeholders (especially
system sponsors). Thackera (2000) quotes Bill Buxton’s reminder that “usable is
not a value; useful is a value.” Usability is a means to an end, not an end in itself.
Usability is thus an enabler, which alone cannot deliver useful functionality. How-
ever, laddering approaches may not even regard useful as a value. Whatever is useful
in terms of functional consequences in the world may only be a means to an end.
Thus in Cockton’s chapter, Figure 13.1 shows that useful functional consequences of
instant messaging are not ends in themselves, but means to more psychosocial ends,
including personal values such as social affiliation and educational or job success.

User value can be increased by strengthening associations at any point in a usage
means-end chain. Most usability approaches generalize specific interaction difficul-
ties to some measure of usability. Disappointing measures are explained in terms
of user interaction with concrete product attributes. Similarly, design change rec-
ommendations address (groups of related) concrete attributes. Measures are rarely
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made at the level of usage consequences or human value. The assumption is that
improvements in interaction will automatically translate into improved usage con-
sequences and value, but this may not be the case. Much wider attention to a worth
subsystem (a substructure of a W/AM rooted in a group of concrete attributes) may
be required. This requires approaches that go beyond existing usability and even
emerging user experience measures.

16.4.1.1 Impact on Value

In the early days of HCI, usability had intrinsic value. Only rarely did usability
studies look beyond usage to the morning after the interaction before. Rosenbaum
lists only one early HCI measure that has any hint of achieved value: product accep-
tance analysis. However, Sikorski reminds us that all interactive systems are part
of a value chain. It is only by expanding measures to span this whole chain (worth
spread) that usability can fully embrace value up to the level of life goals and drives
(and let’s be clear, life goals and on-line task goals are rarely in the same existential
league). Sikorski also rightly observes that user interfaces and usability are nec-
essary but not sufficient to attract e-commerce customers. E-commerce sites must
provide value for the customer, not just satisfaction for the user. Online content
and services must provide economic value for customers, and business value for
vendors. In e-commerce at least, motivations and behaviors are economically based,
and customer perceived value follows from pre-existing motivations.

Sikorski covers several metrics that matter to businesses. Most are instrumental—
that is, they are a means to higher business ends in the context of specific strategies
(ubiquitous as some of these are): customer retention, customer satisfaction, switch
barriers, the mutual benefit of relationship, competitive advantage, and reduced
operating costs. Usability matters to online businesses when it has a positive or
negative impact on these key indicators. Usability measures must be related to these
indicators before summative user testing commences. Only then can usability and
user interface improvements be related to business strategy. The aim here is, in
terms of Cockton’s worth maps, to shift the center of gravity up, towards positive
values and away from negative aversions. This can be achieved via Aschmoneit and
Heitmann’s (2003) holistic approaches as reviewed in Cockton’s chapter. Sikorski’s
controlled strategic transitions correspond closely to Aschmoneit and Heitmann’s
approaches, which either strengthen weak associations in a means-end chain or add
product attributes and/or new associations, resulting in a better worth system.

Cockton uses the balanced score card (BSC) approach as an example of how
business strategy drives sponsor worth, not only for commercial business, but also
for noncommercial services such as e-government. Similarities between business
and bureaucratic strategies are made starkly clear by Cajander, et al., who expose
an imbalance in BSC. While internal business processes get attention, as do organi-
zational learning and growth, employee welfare is not foregrounded. Although high
sickness and absenteeism rates do not help internal business processes or organiza-
tional learning, employee health could be more prominent. In this approach to strat-
egy, job-design principles are ignored in favor of customer quality. IT departments
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(but not always organizational management) value automation, efficiency, control,
and surveillance, and are averse to the need for judgement in decision-making and
the corresponding respect for individuals. Other work values are ignored in these IT
settings: user satisfaction, wellbeing, and (surprisingly) productivity. Design pur-
pose here should be aligned with work purpose, but instead IT departments are
drawn to quality in systems approaches that treat performance means as organiza-
tional ends, and in the process, may undermine organizational purpose. This clearly
demonstrates the need to relate all system’s measures, usability included, to spon-
sor purpose. Only then can misguided IT departments be weaned off technological
utopias that depend on a belief in magic (Cockton 2004).

Table 16.1 shows Rokeach’s Instrumental and Terminal Values (i.e., what people
can strive for as right ways to behave and right life goals, respectively). Health
(physical and mental well-being) and Helpful (working for the welfare of others)
are both listed as common human values (at least for 1960s middle class Amer-
ica), but neither are respected in Cajander’s case studies (Cajander, et al.). One

Table 16.1 Rokeach’s Lists of Values (LOV, Rokeach 1973)

Terminal Values Instrumental Values

A Comfortable Life a prosperous life Ambitious hardworking and aspiring
Equality, brotherhood and equal
opportunity for all

Broad-minded open-minded

An Exciting Life a stimulating, active
life

Capable competent; effective

Family Security taking care of loved
ones

Clean neat and tidy

Freedom independence and free
choice

Courageous standing up for your
beliefs

Health physical and mental
well-being

Forgiving willing to pardon others

Inner Harmony freedom from inner
conflict

Helpful working for the welfare of
others

Mature Love sexual and spiritual
intimacy

Honest sincere and truthful

National Security protection from
attack

Imaginative daring and creative

Pleasure an enjoyable, leisurely life Independent self-reliant;
self-sufficient

Salvation saved; eternal life Intellectual intelligent and reflective
Self-Respect self-esteem Logical consistent rational
A Sense of Accomplishment a lasting
contribution

Loving affectionate and tender

Social Recognition respect and
admiration

Loyal faithful to friends or the group

True Friendship close companionship Obedient dutiful; respectful
Wisdom a mature understanding of
life

Polite courteous and well-mannered

A World at Peace a world free of war
and conflict

Responsible dependable and reliable

A World of Beauty beauty of nature
and the arts

Self-controlled restrained;
self-disciplined
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approach to Value Spread Extension proposed by Cockton is the use of such lists
(here, Rokeach’s LOV) to highlight overlooked values in vertical apexes of worth
maps. Sikorski similarly (albeit implicitly) considers consumers’ values, such as A
Comfortable Life, An Exciting Life, Freedom, and Pleasure, and e-commerce ven-
dor instrumental values such as Clean, Honest, and Imaginative. Cockton’s W/AMs
contain examples similar to Capable, Helpful, Honest, Imaginative, Polite, Respon-
sible (all instrumental values relevant to brands), A Sense of Accomplishment, Social
Recognition and True Friendship (terminal values of customers and managers).

16.4.1.2 Product Attributes

Some usability and interaction design approaches focus exclusively on associations
between concrete product attributes (e.g., breadcrumbs on websites) and abstract
product attributes (e.g., ease of navigation). This is essentially a quality in the system
approach, because it constructs a quality model with elements such as navigability
over specific design features. Sikorski argues credibly that quality in use is far more
important than quality in the system from the user’s viewpoint, even though user
interface quality “affects perceived quality of an interactive product.” Such quality
must minimally be evaluated through interaction. However, for cross platform offer-
ings, customer perceptions of quality must be equally positive and consistent across
channels. Cockton’s van-hire example illustrates this. Sikorski further argues that
information content must deliver actual value. Cockton’s university and van-hire
examples illustrate this. Thus, while Sikorski notes that consumers may choose dig-
ital sales channels that have exceptionally pleasant operation, and are most efficient,
cost effective, comfortable or safest, this is not enough.

Table 14.2 in Sikorski illustrates how the route from productivity to value
is dependent on constant expansion of concrete service attributes, and not by
merely continuous improvement of usability measures. Furthermore, predicting
good enough usability targets is absolutely dependent on alternatives, and the pos-
sibility and cost of switching to these alternatives. Thus, effective associations for
acceptable interaction will form below the thresholds of usability ideals, due to
limited time resources that force early judgements on expected subjective utility. It
is not enough to track these associations during development. Rosenbaum highlights
a trend from development usability measures towards constant operational evalua-
tion. Neither quality in system nor quality in interaction approaches can cope with
changing contexts of user choice that quickly erode confidence in the reliability of
summative evaluation metrics taken during development.

16.4.1.3 Usage Consequences

Cockton introduces laddering concepts of functional and psychosocial conse-
quences to HCI, although these are very close to Hassenzahl’s (2002) pragmatic
and hedonistic quality, respectively. However, neither properly capture the notion of
economic consequences, suggesting that a wider range of consequence categories
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is needed. Also, the relations between consequences are not unidirectional. A
stereotypical laddering relationship is often assumed, with functional consequences
prior to psychosocial ones in means-end chains. Sikorski provides examples of both
directions. In the stereotyped relationship, emotional attitudes to brands, transaction
safety, and security are often formed on the basis of some limited awareness of
functional consequences. In an inverse relationship, experienced discomforts may
signal future problems with service quality. Here, a psychosocial consequence can
lead to a functional consequence of abandoning a website, never to return.

Whatever the categories and their relations, consequences beyond interaction
are not a central focus in usability practice. When Gould and Lewis (1985) advo-
cated empirical measurement, they clarified it as “actual behavioral measurements
of learnability and usability,” with “performance, thoughts and attitudes” being
recorded and analyzed. However, such measures are properly part of investigations
of associations between concrete and abstract product attributes. They are not conse-
quences of usage, but instead attributes of it. For Sikorski, important consequences,
such as willingness to finalize transactions, depend only in minor part on impact of
usability and the user interface.

Sikorski notes the importance of interaction attributes such as emotional involve-
ment and the co-experience of social interaction. However, he concentrates more on
true consequences of usage that are more appropriate measures of quality in value:
customer loyalty, perceived quality, perceived credibility, cost of using relative to
obtained results, doubts about security and trust, negative opinions expressed to
others, and reduced attractiveness in the market.

Sikorski also draws attention to a further drawback of quality in use evaluations,
in that the abstract attributes of a website, even when mediated by user interaction,
will most strongly influence consumer behavior when these constitute a unique
experience (Table 14.1, Part 1). Once similar alternatives are added to the user’s
choice menu (Cockton 2006), the positive advantages of formerly unique interaction
quality are reduced, but negative qualities may be foregrounded, forcing a shift of
loyalty to a new site. The advantage of value-centered approaches to evaluation
is that they recognize that value and choice are inseparable, and thus what becomes
and stays worthwhile depends on what is being offered. Hence quality must improve
over time, otherwise competitive advantage may be lost. Appropriate measures here
for Sikorski are increasing visits to good B2C sites, increased trust and confidence,
higher expenditures, and more profitable relationships. This mix of functional, eco-
nomic, and psychosocial consequences sits in the middle of means-end chains from
product attributes to personal and organizational values. Such long-lasting positive
user experiences reinforces positive attitudes to vendors, and require psychosocial
consequences of delight and surprise.

Cajander and colleagues note existing usability standards’ suggested impact mea-
sures. ISO9241 Part 11 suggests rates of absenteeism and health problem reports as
measures of user satisfaction, but it provides no basis for associating system design
and operation with user well-being. Usability concepts are too tied to the moment of
interaction, and thus do “not provide sufficient support for addressing users’ health
concerns in systems development.” Instead, abstract attributes of work systems,
rather than human-computer interaction, need to be measured, with thresholds set
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for acceptable limits of control and required levels of support for users. Waiting for
ill health indicators is to wait too long.

Sikorski’s examples illustrate the primacy of service design over interaction
design. Cajander and co-authors do the same for work design. Users did not find
systems unusable, but useless. Work system design had not taken into account the
sensitivity of case loads. It deskilled and made activity routine, removed choice,
and blocked flexibility in work decisions because it sought automation as an end in
itself. An action research approach evaluated the outcomes of intervention actions
and measurement. Their IT user index has been effective, but not all desired and
adverse consequences could be readily translated into metrics.

16.4.1.4 A Research Agenda for Usage Worth Systems

Rosenbaum’s chapter reminds us of Gould and Lewis’ (1985) advocated focus on
users and tasks. In reality, the focus was often on tasks with some window dress-
ing of user profiles. Not until personas became commonplace did personal values
and motives begin to receive routine attention in interaction design and evaluation.
Cultural HCI also brings values centerstage. As a result, worth-centered research
requires a wider range of foundations than existing HCI research.

Rosenbaum identifies closer relations between marketing and usability as essen-
tial to the latter’s maturity, having co-facilitated a workshop in 2006 on “Overlap-
ping Usability and Market Research—Synergies and Issues.” The usability com-
munity can do much more to advance this relationship. Sikorski notes that critical
interaction factors shaping user behavior for online services are rarely included in
HCI studies. For marketing, they are of central interest, but this extensive literature
is seldom referenced in HCI. Sikorski suggests that existing marketing methods may
readily transfer to HCI. Cockton’s use of laddering approaches from consumer psy-
chology provides some support for this, and Sikorski’s view that future applications
of economics and marketing in HCI seem inevitable is very plausible.

Worth maps provide a framework for a new HCI research agenda. Moving
through means-ends chains, initial associations between concrete and abstract prod-
uct attributes are already well-covered. Such associations are at the heart of quality
in system approaches that build quality models from hierarchies of abstract prod-
uct attributes such as learnability, understandability, operability, and attractiveness
(ISO 9126). However, such hierarchies are not empirically derived from usage data,
but rather expert opinion—generally that of software engineers. The HCI commu-
nity, with its foundations in Gould and Lewis’s (1985) three principles of user/task
focus, empirical measurement, and iteration cannot endorse such quality models.
Quality in use approaches are required to demonstrate how associations between
concrete and abstract attributes actually occur in practice. Such associations lie at
the heart of most experimental HCI research and usability practice. However, in a
worth-centered approach, the qualities and measures of abstract attributes must be
located in a worth subsystem to indicate what matters and why. As a result, a narrow
focus on associations between concrete and abstract product attributes needs to be
abandoned in favor of experiments and tests on worth subsystems. We need to move
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away from a narrow focus on arbitrary collections of abstract attributes (qualities)
as dependent variables or evaluation metrics.

At the value apexes of worth maps, we need to derive HCI methods from a
range of disciplines. Economics, marketing, and consumer psychology have already
been mentioned. Sikorski also includes quality function deployment, and Cockton
suggests approaches to value spread extension as a worth inspection method. One
approach is the use of lists such as Table 16.1, but a wider range of approaches
is needed, including cultural and sociological approaches that read the values
inscribed in cultural forms and social behaviors (Cockton 2006).

The poles of means-end chains are relatively well-understood. Engineers under-
stand technology, while the arts, humanities, and human sciences understand human
value. Design is faced with the difficult challenge of forging the means-end chains
between these poles of technical capabilities and human worth. This is a new
research area, although it may be possible to borrow some ideas from existing HCI
approaches such as design rationale and claims (Carroll and Moran 1996). Novel
techniques and methods here will contribute to both user and development worth,
and are thus discussed at the end of the next section on development worth.

We thus endorse Sikorski’s position that we must “expand the workbench of
HCI research towards investigating the economic backgrounds of user behavior . . .
in part from marketing research, in part from quality management, and also from
consumer behavior studies.” Such borrowing must be followed through with in-
depth validations.

16.4.2 Product/Service Development and Usability

Usage worth is always development worth in the sense that more valuable digital
products and services are designed and implemented. Of course, this achieved worth
will be undermined if development costs are increased to the extent that user value
comes at the expense of business value. Ensuring the business value of usability
activities is thus critical to widespread adoption, not only for commercial vendors,
but also for voluntary and political institutions, and even individuals and community
groups. The bottom line is that time and energy spent on evaluation must bring suffi-
cient compensation for the developer to justify investing in usability practices. Lead-
ing usability practitioners have long recognized this, and it is a privilege to be able
to share Stephanie Rosenbaum’s outstanding experience as a usability practitioner.

Rosenbaum notes that development organizations are at different levels of
maturity, and thus we cannot expect all to adopt leading edge usability practice.
Rosenbaum charts the evolution of the latter from the early days when the credi-
bility of formal psychology experiments was essential. This was before the point
(identified by Cockton) at which the dependent variables of classic usability cut
loose from experimental independent variables. In the beginning, usability was
largely a question of measurement without conjecture, but this is now changed by
the blurring of roles within user experience teams. Rosenbaum reports: “In some
Silicon Valley companies, practitioners work one year in user research, another year
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in design.” Her own staff now sometimes combine design and evaluation, a trend
that one editor’s experience also confirms. In such contexts, measurement can no
longer be disinterested. The need to test out the effectiveness of design decisions
can only improve the focus of usability evaluation. Benefits are thus increased, but
costs reduce through less need to explain and justify usability procedures to wholly
technical developers and skeptical management.

Usability people can thus now do more, but not only as individuals. Rosenbaum
rightly notes the collective value stored in tools, networks, and professional com-
munities. Value now lies less in individual practitioners and methods, but in team
application of integrated methods.

16.4.2.1 Impact on Value

Development worth is inevitably increased by focusing evaluation towards the ver-
tical apexes of worth maps, which may be values or usage consequences depending
on the extent of value spread. Achieved value depends primarily on development
teams. They are responsible for the interventions that are meant to improve human
achievements and experiences through design innovation. The development team in
this context includes all sponsor stakeholder roles responsible for integrating tech-
nical systems into work, service, and other contexts. Together, technical, sponsor
management, and other stakeholder roles must have a clear view of intended value.
Without this, there can be no design or evaluation focus on achievable or achieved
value.

Cajander and colleagues thus rightly draw attention to the Standish Group’s
Chaos Report identification of the need for “clear directives and a consensus on
a project’s objectives.” Achieving quality in value means achieving objectives, in so
far as these objectives are themselves worthwhile in breadth, balance, and spread.
Cajander and colleagues’ chapter shows that this may not be the case. Development
teams’ values can be narrow, with a strong focus on automation, efficiency, and
surveillance of work. External drivers may be given as the reason for these values,
but they reflect the bureaucratic values that characterize formal institutions.

Some stakeholders interviewed by Cajander and colleagues appear to be unable
to influence IT project objectives: different wills were at work, turning means (per-
formance measures) into ends, but perhaps also making IT systems ends in them-
selves through belief systems that locate quality in systems. Even when design
purpose is based on a more extensive spread of intended value, Cajander and
co-authors remind us that development worth can be undermined in other ways,
such as with poor choice of stakeholder representatives. So too can insistence on
rigid engineering-oriented work modeling misrepresent the true nature of work to
be supported by a new IT system. Similarly, Rosenbaum identifies difficulties in
implementing logging for Web-based systems with separate development and server
maintenance teams. Also, Hornbæk notes that the creativity he seeks as a quality of
evaluation will be repressed by unmanageable workloads.

The effectiveness of usability work will always be shaped by the development
context. Mutual adaptation and consideration is required. While usability processes
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must fit the development context, if the latter makes no concessions to the former, it
cannot expect to gain much of any worth. Quality of evaluation approaches is not the
sole determinant of quality in value. If system sponsors (official or de facto in the
case of some IT departments) do not value human well-being and related positive
work values, then usability practitioners face a massive challenge in bringing in
these concerns under the radar. However, even when system sponsors are in control
and have committed to breadth, balance, and spread in intended worth, usability
specialists may not have measures available to establish the corresponding achieved
work. For Cockton, this is because evaluation measures have remained fixed within
the scope of task performance and satisfaction metrics, and thus can not directly
address value. Rosenbaum’s examples support this.

Stagnation in measurement approaches is understandable because, for much of
the first two decades of usability, practitioners had to focus on psychosocial con-
sequences associated with trust in the usability process. Thus, in Rosenbaum’s
1990s real-world example, usability evaluations were part of a change management
process that aimed at broad stakeholder buy-in. The focus was on user concerns
and thus qualitative data was gathered through contextual enquiry. The study was
part of a remedial process to fix a business-critical tool. It was not evaluation as
part of an initial development project. There is an important point here that guides
development of Rosenbaum’s argument. Usability’s value does not lie in doing good
usability with reference to predefined intrinsic standards. The value of usability lies
in the worth that it brings to stakeholders, with system sponsors, users, and develop-
ers most important in most contexts. As Rosenbaum details towards the end of her
chapter, this is highly dependent on the product context—for example, whether it is
a mature product, and extent of understanding of current usage risks and difficulties.

Sensitivity to organizational culture, especially product development needs and
priorities, is now extended to sensitivity to a range of cultures (mostly national for
Rosenbaum’s examples). Even so, measures of cultural acceptance must be mea-
sures of value, because values are a defining feature, and in some ways the driving
feature in cultural differences. Cultures vary in their preferred and rejected behaviors
and cultural forms (buildings, cuisine, fashion, art, music, etc.). Such preferences
and rejections are expressions of values and aversions. A greater focus on culture
will thus force usability approaches into consideration of quality in value.

It is not enough to add new measures to the activity formerly known as usability.
Such measures in themselves have no intrinsic value. Two decades of inertia on
usability metrics have caused further challenges by entrenching a view of usability
as defect identification. Hornbæk rightly argues that the value of evaluation cannot
be wholly based on the quantity of defects identified, especially when almost all
may already be known to the development team. At the most, independent discovery
may validate and legitimize what the development team already believes, and thus
enable a response. However, this is really a very expensive antidote to denial by
project management, which, if very strong, will remain obdurate in the face of page
after page of usability problem reports.

Hornbæk relocates the value of evaluation in the range of ideas it generates,
not only about product defects, but about users and possible design changes.
Recommended measures remain quantitative for much of the chapter, but later on
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quantity is acknowledged to not be the main quality attribute. Hornbæk’s proposals
come close to addressing Cockton’s total iteration potential. Here, we assess
evaluation methods not only for their contributions to defect identification, casual
analysis, or design change recommendation, but also to further user research and
evaluation strategies, and even to reshape design purpose. This contributes both facts
and ideas, with the former hopefully guiding formation of the latter. Rosenbaum
provides examples of such broader usability outputs—for example, improvements
to training and stronger product insights. However, Hornbæk is correct in noting
that such a broader view of usability has not been a focus in evaluation method
work, which has largely concentrated on defect identification, followed by the
downstream utility of design change recommendation. Evaluation can and should
support more than just the iteration of designs. Every belief, assumption, and plan
within development should be open to challenge, at least in the early stages of
design when changes are cheapest.

16.4.2.2 Method Quality: The Attributes of Usability Approaches

Design as the creation of value requires that products be created with concrete and
abstract attributes that begin means-ends chains to intended value. In the case of
creating development worth, there are two objects of design. The worth of one,
the designed sociodigital system, was addressed above. The other object of design
is the evaluation process itself. It is through changes to the concrete and abstract
attributes of usability methods and techniques, and in the attributes of their applica-
tion, that development worth is increased. For example, Rosenbaum gives examples
of alternative method bundles that her company offers to prospective clients. Here,
value results from particular combinations of methods, rather than from the specific
attributes of each method. Through careful combination, methods can compensate
for individual shortcomings and amplify individual contributions.

Another important trend reported by Rosenbaum is the shift to operational
evaluation—that is, a focus on evaluation of released products as opposed to ones
under development. This frees usability work from the time constraints of develop-
ment and release schedules that would often severely limit usability activities. It also
allows more time for causal analysis, careful derivation, and discussion of design
changes. Rosenbaum observes how new evaluation instruments, especially embed-
ded logging in call-centers and Web servers allow associations to be continuously
measured. However, Rosenbaum cautions us that data from logging is often inade-
quate for causal analysis. Furthermore, such logging often preserves long-standing
measures from early usability that may not be worthwhile in specific product and
service contexts. Logging is not the same as Cockton’s direct instrumentation,
which applies to complete worth subsystems, and not just to interaction with a tech-
nical system. Cockton’s van-hire and university examples illustrate how instrument-
ing a Web server alone would not be enough to evaluate achieved value. Even so,
increasing use of logging has led to other valuable developments, such as optimizing
prototypes for measurement by developing a range of instrumented prototypes to
focus on different groups of measures (Rosenbaum). Such value-adding would not
be possible without the expansion of usability roles beyond testing and field work.
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Bundling, timing and instrumentation are attributes of application. For much of
usability’s short history, these have been improved to increase development worth,
but there has been relatively little change to methods and measures. For example,
the measures used on Rosenbaum’s second example of recent large-sample testing
would not have looked out of place in a 1980s user test. They supported a commis-
sioned comparison with a competing product, and thus were able to deliver value
for the client. However, users may not attach the same value to these measures.
In Rosenbaum’s field study for Sun Microsystems, time on task mattered most for
system usage as part of a phone call. For other usages, measures of effectiveness
(of information and time management, of monitoring and problem resolution) were
more important. Rosenbaum rightly states that experienced practitioners know
how to make the right choices of measures for contexts, but once simple standard
measures become unsuitable, practice must often fall back on opportunistic use of
qualitative data. Cockton argues that by aligning evaluation planning with design
purpose, the need for such non-standard measures can be identified early enough to
let appropriate instruments be designed and debugged.

The main change in usability methods has been the development of contextual
inquiry (Whiteside, et al. 1988). This has been highly successful, despite Cockton’s
observation that hoped-for changes in measures did not occur for at least a decade.
Whiteside, Bennett and Holtzblatt recognized that laboratory measures were for
specified goals, and not what “users really want.” Contextual inquiry and subse-
quent ethnographic methods have resulted in improved understanding of user goals,
but this has not been translated into evaluation methods that systematically establish
how well these goals are being met, especially within the wider contexts of work and
leisure that furnish the root motivations that determine worth. Instead, field methods
still largely identify defects as misfits between technology usage and required work
(Cockton 2004). However, they can better identify the origin of misfits, and thus
better support causal analysis and identification of potential effective changes. Fur-
thermore, Rosenbaum notes that field methods provide more relevant and accurate
data, and thus more valuable information.

Rosenbaum’s two case studies sit on either side of the introduction of contextual
inquiry and reflect the shift from fixed task-based measures to observations of
realistic usage. In laddering terms, the details of usability methods are concrete
attributes, while the quality of their results are abstract attributes. Field methods
are regarded as more realistic and broader in scope, going beyond out-of-the-box
usage problems to persistent usage difficulties, which can be prioritized by severity
ratings that reflect the true value that can be achieved through using a software
application. When used to support sponsor’s development objectives, field methods
deliver broader value than previous laboratory testing. They are, however, far better
suited to formative than summative evaluation. Rosenbaum notes how field research
has to be reported via story-telling, ostensibly because video recording may be
impossible, but also they have no equivalent to metric summaries associated with
formal user testing.

Rosenbaum’s closing sections note the emergence at last of new measures, as
usability work focuses more on ethics and emotion, with trust and enjoyment
figuring prominently alongside an increasing focus on cultural differences. This
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further increases the development worth of usability by increasing the breadth and
spread of evaluation data.

Further abstract attributes of methods relate to costs. Rosenbaum’s condensa-
tions of field methods has made then more appropriate in terms of costs, as well
as more effective in terms of benefits. Value is determined by both parts of a cost-
benefit equation, requiring attention to both investment and compensation. Cajander
and co-authors’ use of mind maps may thus reduce costs when analyzing field data.

A further cost-benefit consideration is the extent of risk in a technique.
Rosenbaum is keen on Microsoft’s RITE method, because it can reduce risk by
the self-evaluative consequences of its rapid iterations. These effectively evaluate
the quality of previous defect identification, causal analysis, and design changes.
This ability to rapidly fix fixes reduces risk and thereby increases benefits for a low
increase in cost.

A method (bundle) may not be applicable in a particular technical development
context. Rosenbaum notes that rapid technical innovation threatens the worth of
existing methods. Unless these can evolve, or be complemented by new methods,
the key abstract attribute of applicability will be so restricted that practitioners have
close to no choice in method selection, undoing the progress of the last two decades.

On a positive note, Hornbæk outlines a range of ways to extend the abstract
attributes of evaluation methods beyond a simple count of identified defects. He
broadens the output of evaluation methods to ideas,—some “useful and novel . . .
about how to improve the usability of the product,” but advising that it is “not the
case that all output from an evaluation need[s] to be original/novel.” He reviews the
creativity literature for new quality attributes for evaluation. For example, paradigm
modification could have positive or negative valence depending on its implications
for the development team. Hornbæk gives us several ways of thinking about the
quality of evaluation methods, but as with existing methods, we must remember
that the actual impact is heavily dependent on the overall behavior and attitudes of
the development team. Thus, overuse of consensus in idea evaluation could lead to
a loss of potential value.

Hornbæk’s discussion of consensus is one example of a search for the “active
ingredients in usability evaluation methods.” Research here is still at a very
early stage, and there are potential synergies with existing creativity research.
For example, the creativity method of progressive abstraction is very similar
to difficulty generalization in the SUPEX method (Cockton & Lavery 1999).
Such ingredients are the concrete attributes of evaluation methods, which become
active through enabling associations with abstract attributes (quality attributes of
evaluation methods—e.g., abstractness). Expertise in method use must clearly
shape these associations, but Hornbæk notes that evaluation method research has
yet to study leading individual experts, unlike other areas of creativity where such
studies are common. These could investigate Hornbæk’s loyal claim that “usability
professionals develop more useful solutions that developers and designers are less
likely to have considered.”

Hornbæk identifies wishful thinking as a further attribute of evaluation methods,
especially ones that deliver more than lists of usability problems. However, active
ingredients may include the development team, who, for example, may be inspired
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even if they reject reasoning for reported problems or recommended redesign pro-
posals. Either may be valued for approaches that “they themselves had not imag-
ined” (Hornbæk). Here, novelty is an important method quality.

16.4.2.3 Usage Consequences

Development worth improves as evaluation is more able to contribute to a wider
range of development activities. By drawing on work on creativity, Hornbæk
increases the chances of delivering new consequences of method usage.

The key usage consequences of method usage concern the responses of the
whole development team. Currently, adverse psychosocial consequences are com-
mon. Usability is seen as vague (Cajander, et al.), costly and time consuming, espe-
cially for Web development and release cycles (Rosenbaum). Hornbæk stresses that
usability outputs must be understandable, otherwise further adverse consequences
will follow.

Conversely, some usage consequences increase the value of usability practice.
Rosenbaum provides several examples, including prior heuristic evaluation, which
reduces the cost and increases the benefit of user testing. Even greater savings arise
from reuse of existing well-structured usability data from field observations and
testing.

Reducing costs will increase value for money, but overall value can be further
increased by Hornbæk’s broadening of downstream utility beyond a simple count
of effective design changes. Thus the metaphors of thinking inspection method
(Hornbæk & Frøkjær 2004) is designed to stimulate thinking, generate insight, and
break fixed conceptions. The intention is not simply to find more problems, but to
increase the creative contribution to the next iteration.

Usability outputs begin means-end chains for iterative development. What is
ultimately achieved depends on how contributions are received, worked with, and
acted on. Hornbæk thus sees developer appreciation as an important psychosocial
consequence, but one with a range of different impacts. Group activities involving
the whole development team can have a range of outcomes. Thus the three stages in
RITE (Is it a problem? Do we understand it? Can we fix it?) could be structured by
de Bono’s Six Thinking Hats, which Hornbæk reorients for usability usage.

Worthwhile results from usability should thus have the further consequence of
increased developer trust and buy-in, but both need to be actively managed. Meth-
ods alone are unlikely to maintain either. Associations in means-end chains mask
complex human activities and interdependencies that are rarely a simple single
cause-event sequence.

16.4.2.4 A Research Agenda for Development Worth from Usability

Hornbæk’s move to more creative evaluation methods adds further disciplinary
inputs to usability. He surveys a wide range of creativity methods that provide better
access to novel ideas.
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As with usage worth, a research agenda for development worth can be based
on worth maps. Relevant values for developers and sponsors can be read from a
range of existing resources such as business strategy and the sociology of institutions
(Cockton 2006). Such sources need to be integrated and adapted to provide worth-
centered development tools.

Associations between concrete and abstract attributes are already the domain of
usability method assessment. Research approaches here need to be transferred and
adopted for the assessment of new evaluation methods, which must be developed
to cope with the radical changes in worth systems arising from technical innovation
(product attributes), design innovation (product consequences), and market innova-
tion (product value).

Process designers must forge links from method attributes to development worth.
Practice-based research is needed to track the associations from methods to value
that are formed in development context. Leading-edge method assessment has
already made the transition from laboratory to field studies, with useful results.
Some chapters in Part 2 cover such new approaches. However, we need far more
work looking at method use in context. Closer collaboration between researchers
and experienced practitioners such as Stephanie Rosenbaum is vital to delivering
worth from such studies. A range of development contexts need to be studied, from
HCI deserts to HCI-rich organizations. We must avoid overgeneralizations from one
development context to another. Method usage consequences are tightly coupled to
development contexts. The same method bundles can perform well in one context,
but not another. We need to research the means-end associations here in a way
that avoids simple cause-effect assumptions that pour too much blame on either
the method or the development context.

16.4.3 Summary: Value and the Retreat of Usability

Hornbæk’s and Rosenbaum’s chapters illustrate how hard it is to remain loyal to
usability as an umbrella concept. Hornbæk gets drawn into a category mistake (Ryle
1949) by expecting a measuring instrument (evaluation) to provide diagnosis (causal
analysis) and treatment (design change recommendations). If this is evaluation, then
what is left for iteration? In medicine, we would never expect a thermometer to
diagnose and prescribe, so why should usability evaluations methods be any differ-
ent? Clearly, it is very important to maximize the iteration potential of evaluation
methods, but in the process they will no longer be pure evaluation methods. Note
the name of RITE, Rapid Iterative Testing and Evaluation, which clearly identifies
it as an evaluation-iteration hybrid.

Hornbæk gets caught between the ideals and realities of usability evaluation. The
ideal has the goal of usability evaluation “to make software better,” but clearly, cur-
rent evaluation methods are not up to the task, and will not be as long as they remain
evaluation methods. However, towards the end of his chapter, Hornbæk observes
that creativity techniques could “complement the defect-identification view,”—i.e.,
the reality of much usability practice.
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We are left with a dilemma. Either we accept the narrow view of usability, and
thus limit its worth and require substantial additional resources for effective itera-
tion, or we extend the scope to the point where it simply does not make sense to
call it usability any more. We must resolve the dilemma for usability to mature by
choosing between evolution and revolution.

Evolutionary approaches view maturation as incremental improvements that pre-
serve the essence of methods, but improve their quality—for example, validity,
thoroughness, applicability (to technologies, application domains, organizational
contexts, etc.), reliability, or cost-effectiveness.

Revolutionary approaches recognize that either the essence of existing methods
must change, or they must be replaced. The aims, arguments, and examples of all
authors in Part 3 suggest that only a revolution in evaluation methods can break out
of the usability cocoon and become something that really will fly. In the process,
mature usage studies will no longer focus wholly on usability, but then again, but-
terflies totally ditch their caterpillar youth. Perhaps usability needs to do the same.

When a caterpillar matures, it passes through a dormant period in a cocoon before
emerging as a butterfly. Although the butterfly is clearly a mature caterpillar, it bears
no resemblance to its former stage. Similarly, the maturation of usability may not
be a route to a bigger and better caterpillar with even more legs and segments, able
to travel further more quickly and eat more. Instead, usability may emerge lighter,
more agile and more nimble, far more attractive, and like any mature organism,
fertile. In an alternative analogy, a mature usability can better fit into adult society
to take a full role in contributing to the greater good. Either way, life either side
of maturation is significantly different. Maturity has nothing to do with being a
better caterpillar or child. It is about becoming something that either is currently
not, with capabilities that may literally dwarf infant abilities. Delivering value is
such a capability.

Usability began as applied cognitive psychology, but has become an ever broad-
ening interdisciplinary mix drawing on more major areas of psychology (e.g., emo-
tion, attitudes, motivation, self-regulation, personality, identity) as well as sociol-
ogy, economics, business and marketing. Given this, the continued use of the term
usability becomes less and less credible. The ultimate evidence of usability’s matu-
rity may well be a change of name. One possibility is to subsume usability within
user experience, a practice already adopted by some of the world’s largest in-house
usability groups. However, this remains locked in quality in interaction. Life is not
ephemeral. Good and bad endure. We must spread out from the usability of the
moment to focus on lasting worth.

16.5 Research Agenda for Maturing Usability

The chapter does not aim to provide any panacea for different usability issues.
Instead, we identify potential areas that are worthwhile to explore and will even-
tually contribute to the maturation of this relatively young but significant domain.
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The foregoing discussions elaborate on various research issues to be addressed in
the future. Here, we recapitulate the key points from each of the three parts as a
quick reference.

Part 1 – Quality in Software:

• Cost savings of using a model-driven architecture (MDA)
• Forming guidelines and anti-patterns as the driving force for model transforma-

tion
• An independent comparison of an MDA-generated user interface and an expertly

built one
• Synchronization of quality engineering and software development processes in

teams and organizations of different resources—e.g., size of teams, experience
and skills, and application contexts

• Economics of quality engineering, especially for usability
• Mapping between abstract models and concrete ones—e.g., prototypes
• Identifying types of requirements suitable to express in different classes of mod-

els and how to ensure practical consistency between them
• Avoiding expertise segregation, embedding it throughout the whole software

development
• Levels of skills and specialization needed of usability in agile software develop-

ment teams
• Investigating combination of user-testing and model-based evaluations
• Reliability of multimodal systems

Part 2 – Quality in Interaction

• The applicability of existing UEMs for evaluating emerging social software
• The roles of HCI theories in addressing issues related to design and evaluation of

new-generation interactive systems—amassing different theories may not be an
appropriate resolution

• The design and evaluation of personalized interactive systems, addressing users’
dynamic needs and goals with a range of potential technical solutions

• The accommodation of two paradigms—quantifiable performance versus inde-
terminate aesthetics—with innovative methodologies

• Boundary conditions for qualifying variants of established research and evalua-
tion methodologies as valid

• The necessity and utility of software standards to be verified by experience
reports and case studies

• Systematic return-on-investment (ROI) analysis of remote usability evaluation
methods, in particular, and the persuasiveness of results of ROI analysis for
usability, in general

• Automating the evaluation of multimodal user interfaces seems necessary but not
sufficient to streamline the resource-demanding, complex process involved
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Part 3 – Quality in Value

• Worth maps and worth-centered approach advocate embedding abstract qualities
and their measures in a worth subsystem to indicate what matters and why

• Derivation of new HCI methods such as worth inspection methods from a range
of disciplines, including economics, marketing, consumer psychology, cultural
and sociological approaches, enabling identification of values

• Design as a challenge of forging means-end chains between technical capabili-
ties at one pole and human worth at the other pole entails novel techniques and
methods

• Creative evaluation methods provide further disciplinary inputs to usability
• Worth-centered development tools entail adaptation and integration of a range of

existing resources, such as business strategy and the sociology of institutions
• Development of new evaluation methods to cope with radical changes in worth

systems arising from technical innovation (product attributes), design innovation
(product consequences), and market innovation (product value)

• Practice-based research to track the associations from methods to value that are
formed in the development context: a range of development contexts with tightly
coupled method usage consequences need to be studied to avoid overgeneraliza-
tions or simple cause-effect assumptions

• Resolution of the dilemma between the evolutionary view and the revolutionary
view of usability; the former tends to preserve existing methods, while the latter
tends to replace them

As pointed out earlier, this green paper aims to inspire and invite more input from
interested individuals and organizations. The editors, as authors of this chapter, have
raised more questions than we can answer now. Like usability testing, this green
paper will undergo several iterations of evaluation and revision, with its final con-
tent being eventually realized as empirical projects that drive the field of usability
towards maturation.
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